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Abstract 
Despite their recognized limitations, bibliometric assessments of scientific productivity have been widely 

adopted. We describe here an improved method to quantify the influence of a research article by making novel 

use of its co-citation network to field-normalize the number of citations it has received. Article citation rates are 

divided by an expected citation rate that is derived from performance of articles in the same field and 

benchmarked to a peer comparison group. The resulting Relative Citation Ratio is article-level and field-

independent, and provides an alternative to the invalid practice of using Journal Impact Factors to identify 

influential papers. To illustrate one application of our method, we analyzed 88,835 articles published between 

2003 and 2010, and found that the National Institutes of Health awardees who authored those papers occupy 

relatively stable positions of influence across all disciplines. We demonstrate that the values generated by this 

method strongly correlate with the opinions of subject matter experts in biomedical research, and suggest that 

the same approach should be generally applicable to articles published in all areas of science. A beta version of 

iCite, our web tool for calculating Relative Citation Ratios of articles listed in PubMed, is available at 

https://icite.od.nih.gov . 

 

 

Introduction 
In the current highly competitive pursuit of 

research positions and funding support (1), faculty 

hiring committees and grant review panels must 

make difficult predictions about the likelihood of 

future scientific success. Traditionally, these 

judgments have largely depended on 

recommendations by peers, informal interactions, 

and other subjective criteria. In recent years, decision-

makers have increasingly turned to numerical 

approaches such as counting first or corresponding 

author publications, using the impact factor of the 

journals in which those publications appear, and 

computing Hirsch or H-index values (2). The 

widespread adoption of these metrics, and the 

recognition that they are inadequate (3–6), highlight 

the ongoing need for alternative methods that can 

provide effectively normalized and reliable data-

driven input to administrative decision-making, both 

as a means of sorting through large pools of qualified 

candidates, and as a way to help combat implicit bias.  

Though each of the above methods of 

quantitation has strengths, accompanying 

weaknesses limit their utility. Counting first or 

corresponding author publications does on some level 

reflect the extent of a scientist’s contribution to their 

field, but it has the unavoidable effect of privileging 

quantity over quality, and may undervalue 

collaborative science (7). Journal impact factor (JIF) 

was for a time seen as a valuable indicator of scientific 

quality because it serves as a convenient, and not 

wholly inaccurate, proxy for expert opinion (8). 
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However, its blanket use also camouflages large 

differences in the influence of individual papers. This 

is because impact factor is calculated as the average 

number of times articles published over a two-year 

period in a given journal are cited; in reality, citations 

follow a log-normal rather than a Gaussian 

distribution (9). Moreover, since practitioners in 

disparate fields have differential access to high-profile 

publication venues, impact factor is of limited use in 

multidisciplinary science-of-science analyses.  Despite 

these serious flaws, JIF continues to have a large 

effect on funding and hiring decisions (4,10,11). H-

index, which attempts to assess the cumulative 

impact of the work done by an individual scientist, 

disadvantages early career stage investigators; it also 

undervalues some fields of research by failing to 

normalize raw citation counts (6). 

Many alternative methods for quantifying 

scientific accomplishment have been proposed, 

including citation normalization to journals or journal 

categories (12–18), citation percentiles (14,19), 

eigenvector normalization (20,21), and source-

normalization (13,22); the latter includes both the 

Mean Normalized Citation Score (17) and Source-

Normalized Impact per Paper metrics (15,17,21–25). 

Although some of these methods have dramatically 

improved our theoretical understanding of citation 

dynamics (26–29), none have been widely adopted. 

To combine a further technical advance with a high 

likelihood of widespread adoption by varied 

stakeholders, including scientists, administrators and 

funding agencies, a new citation metric must 

overcome several practical challenges. From a 

technical standpoint, a new metric must be article-

level, field-normalized in a way that is scalable from 

small to large portfolios without introducing 

significant bias at any level, and correlated with 

expert opinion. From an adoption standpoint, it 

should be freely accessible, calculated in a 

transparent fashion, and benchmarked to peer 

performance in a way that facilitates meaningful 

interpretation. Such an integrated benchmark, or 

comparison group, is not used by any currently 

available citation-based metric. Instead, all current 

measures aggregate articles from researchers across 

disparate geographical regions and institutional types, 

so that, for example, there is no easy way for 

primarily undergraduate institutions to directly 

compare the work they support against that of other 

teaching-focused institutions, or for developing 

nations to compare their research output to that of 

other developing nations (30). Enabling these and 

other apples-to-apples comparisons would greatly 

facilitate decision-making by research administrators.   

We report here the development and validation 

of the Relative Citation Ratio (RCR) metric, which is 

based on the novel idea of using each article’s co-

citation network to field- and time-normalize the 

number of citations it has received; this topically 

linked cohort is used to derive an expected citation 

rate, which serves as the ratio’s denominator. As is 

true of other bibliometrics, Article Citation Rate (ACR) 

is used as the numerator. Unlike other bibliometrics, 

though, RCR incorporates a customizable 

benchmarking feature that relates field- and time-

normalized citations to the performance of a peer 

comparison group. RCR also meets or exceeds the 

standards set by other current metrics with respect to 

the ambitious ideals set out above. We use the RCR 

metric here to determine the extent to which 

National Institutes of Health (NIH) awardees maintain 

high or low levels of influence on their respective 

fields of research.  

Results 

Co-citation networks represent an 

article’s area of influence 
Choosing to cite is the long-standing way in which 

one scholar acknowledges the relevance of another’s 

work.  However, the utility of citations as a metric for  
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quantifying influence has been limited, primarily 

because it is difficult to compare the value of one 

citation to another; different fields have different 

citation behaviors and are composed of widely 

varying numbers of potential citers (31,32). An 

effective citation-based evaluative tool must also take 

into account the length of 

time a paper has been 

available to potential 

citers, since a recently 

published article has had 

less time to accumulate 

citations than an older 

one. Finally, fair 

comparison is complicated 

by the fact that an 

author’s choice of which 

work to cite is not 

random; a widely known 

paper is more likely to be 

referenced than an 

obscure one of equal 

relevance. This is because 

the accrual of citations 

follows a power law or 

log-normal pattern, in 

accordance with a process 

called preferential 

attachment (26,32,33). 

Functionally this means 

that, each time a paper is 

cited, it is a priori more 

likely to be cited again. 

An accurate citation-

based measure of 

influence must address all 

of these issues, but we 

reasoned that the key to 

developing such a metric 

would be the careful 

identification of a 

comparison group, i.e., a 

cluster of interrelated papers against which the 

citation performance of an article of interest, or 

reference article (RA), could be evaluated. Using a 

network of papers linked to that Reference Article 

through citations occurred to us as a promising 

possibility (Figure 1). There are a priori three types of  

 

Figure 1. Properties of co-citation networks. (a) Schematic of a co-citation network. The Reference 
Article (RA) (red, middle row) cites previous papers from the literature (orange, bottom row); 
subsequent papers cite the RA (blue, top row). The co-citation network is the set of papers that 
appear alongside the article in the subsequent citing papers (green, middle row). The Field Citation 
Rate is calculated as the mean of the latter articles’ journal citation rates. (b) Growth of co-citation 
networks over time. Three RAs published in 2006 (red dots) were cited 5 (top row), 9 (middle row), 
or 31 times (bottom row) by 2011. Three intervals were chosen to illustrate the growth of the 
corresponding co-citation networks: 2006-2007, 2006-2009, and 2006-2011 (the first, second, and 
third columns, respectively). Each article in one of the three co-citation networks is shown as a 
separate green dot; the edges (connections between dots) indicates their presence together in the 
same reference list. (c) Cluster algorithm-based content analysis of the 215 papers in the co-citation 
network of a sample reference article (RA; panel b, bottom network series) identified a changing 
pattern of relevance to different sub-disciplines over time. This RA described the identification of 
new peptides of possible clinical utility due to their similarity to known conotoxins. Papers in the co-
citation network of this RA focused on: (1) α-conotoxin mechanisms of action; (2) structure and 
evolution of conotoxins; (3) cyclotide biochemistry; (4) conotoxin phylogenetics; and (5) 
identification and synthesis of lantibiotics. (d) Growth of an article’s co-citation network is 
proportional to the number of times it has been cited. Each point is the average network size of 
1000 randomly chosen papers with between 1 and 100 citations (error bars represent the standard 
error of the mean). Each paper is only counted once, even if it is co-cited with the article of interest 
multiple times. An average of 17.8 new papers is added to the co-citation network for each 
additional citation. This suggests substantial duplication of articles within a co-citation network, 
since on average 32.4 papers (median of 30) are referenced in each citing article. 
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article-linked citation networks (34). A citing 

network is the collection of papers citing the 

Reference Article (Figure 1a, top row), a co-citation 

network is defined as the other papers appearing in 

the reference lists alongside the Reference Article 

(Figure 1a, middle row), and a cited network is the 

collection of papers in the reference list of the 

Reference Article (Figure 1a, bottom row). 

All three types of networks would be expected to 

accurately reflect the interdisciplinary nature of 

modern biomedical research and the expert opinion 

of publishing scientists, who are themselves the best 

judges of what constitutes a field. By leveraging this 

expertise, networks define empirical field boundaries 

that are simultaneously more flexible and more 

precise than those imposed by traditional bibliometric 

categories such as “biology and biochemistry” or 

“molecular biology”. An analysis of the co-citation 

network of a sample Reference Article illustrates this 

point. The Reference Article in the bottom panel of 

Figure 1b describes the identification of new peptides 

structurally similar to conotoxins, a little-known 

family of proteins that has begun to attract attention 

as the result of recent work describing their potential 

clinical utility (35). Although the papers in this 

network are all highly relevant to the study of 

conotoxins, they cross traditional disciplinary 

boundaries to include such diverse fields as 

evolutionary biology, structural biology, biochemistry, 

genetics, and pharmacology (Figure 1c). 

Unlike cited networks, citing and co-citation 

networks can grow over time, allowing for the 

dynamic evaluation of an article’s influence; as 

illustrated by the example above, they can also 

indicate whether or not an article gains relevance to 

additional disciplines (Figure 1b, c). An important 

difference between citing and co-citation networks, 

however, is size. Since papers in the biomedical 

sciences have a median of 30 articles in their 

reference list, each citation event can be expected to 

add multiple papers to an article’s co-citation network 

(Figure 1d), but only one to its citing network. The 

latter are therefore highly vulnerable to finite number 

effects; in other words, for an article of interest with 

few citations, small changes in the citing network 

would have a disproportionate effect on how that 

article’s field was defined. We therefore chose to 

pursue co-citation networks as a way to describe an 

individual paper’s field.  

Having chosen our comparison group, we looked 

for a way to test how accurately co-citation networks 

represent an article’s field. One way to characterize 

groups of documents is to cluster them based on the 

frequency at which specific terms appear in a 

particular document relative to the frequency at 

which they appear in the entire corpus, a method 

known as term-frequency-inverse document 

frequency (TF-IDF) (36). This is not a perfect 

approach, as it is possible to use entirely different 

words to describe similar concepts, but positive 

matches can be taken as a strong indication of 

similarity. Frequency of word occurrence can be 

converted into vectors, so that the cosine of the angle 

between two vectors is a measurement of how alike 

the two documents are. To evaluate co-citation 

networks relative to journal of publication, which is 

often used as a proxy for field, we selected more than 

1300 articles with exactly five citations from six 

different journals and used cosine similarity analysis 

to compare their titles and abstracts to the titles and 

abstracts of each article in their co-citation network, 

and then separately to those of each article in the 

journal in which they appeared. Strikingly, this 

analysis showed that diagnostic words are much more 

likely to be shared between an article and the papers 

in its co-citation network than between that same 

article and the papers that appear alongside it in its 

journal of publication (Figure 2). As might be 

expected, the data in Figure 2 also indicate that 

articles published in disciplinary journals are more 

alike than articles published in multidisciplinary 

journals. 
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Calculating the Relative Citation Ratio 
After demonstrating that co-citation networks 

accurately represent an article’s field, our next step 

was to decide how to calculate the values that 

numerically represent the co-citation network of each 

Reference Article. The most obvious choice, averaging 

the citation rates of articles in the co-citation 

network, would also be highly vulnerable to finite 

number effects. We therefore chose to average the 

citation rates of the journals represented by the 

collection of articles in each co-citation network. If a 

journal was represented twice, its journal citation rate 

(JCR) was added twice when calculating the average 

JCR. For reasons of algorithmic parsimony we used 

the JCRs for the year each article in the co-citation 

network was published; a different choice at this step 

would be expected to have little if any effect, since 

almost all JCRs are quite stable over time (Supporting 

Figure S1; Supporting Table S1). Since a co-citation 

network can be reasonably thought to correspond 

with a Reference Article’s area of science, the average 

of all JCRs in a given network can be redefined as that 

Reference Article’s Field Citation Rate (FCR). 

Using this method (Figure 3; Supporting Figure 

S2; Supporting Equations S1 and S2), we calculated 

Field Citation Rates for 35,837 papers published in 

2009 by NIH grant recipients, specifically those who 

received R01 awards, the standard mechanism used 

by NIH to fund investigator-initiated research. We 

also calculated what the Field Citation Rate would be 

if it were instead based on citing or cited networks. It 

is generally accepted that, whereas practitioners in 

the same field exhibit at least some variation in 

citation behavior, much broader variation exists 

among authors in different fields. The more closely a 

method of field definition approaches maximal 

separation of between-field and within-field citation 

behaviors, the lower its expected variance in citations 

per year (CPY). Field Citation Rates based on co- 

 

Figure 2. Text similarity of articles is defined more accurately by their co-citation networks than by the journals in which they appear. (a) 
The text in each of 1397 reference articles was compared, either with the text in each corresponding co-citation network, or separately 
with the collection of articles appearing in the same journal. Cosine similarity scores were then calculated, using either the top 1000 
terms (a) or all terms appearing in at least 10 documents (b). Filled circles in green, co-citation network comparison; filled circles in 
shades of red, disciplinary journal comparison; filled circles in shades of blue, multidisciplinary journal comparison. Curves shifted to the 
right show more text similarity: reference articles are least similar to papers in the same multidisciplinary journals, more similar to papers 
in the same disciplinary journal, and most similar to papers in their co-citation network. 
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citation networks exhibited lower variance than those 

based on cited or citing networks (Table 1), 

suggesting that co-citation networks are better at 

defining an article’s field than citing or cited 

networks. As expected, Field Citation Rates also 

display less variance than either Article Citation Rates 

(p < 10-4, F-test for unequal variance) or JIFs (p < 10-4, 

F-test for unequal variance, Figure 3b, Table 1). 

 

We next asked how stable the Field Citation Rates 

in our dataset remain over time, particularly where 

the starting co-citation 

network is small. To 

answer this question, we 

calculated Field Citation 

Rates for the 262,988 

papers published by R01 

grantees between 2003 

and 2011 and cited one 

or more times through 

the end of 2012, then re-

calculated Field Citation 

Rates for the same 

articles, this time using 

citations accrued through 

the end of 2014 (Figure 

3c). Comparison of the 

two values shows that 

earlier Field Citation 

Rates are well aligned 

with later ones, even 

when the initial co-

citation network was 

built on a single citation 

(Pearson correlation 

coefficient r of 0.75 vs. 

two years later). The 

Field Citation Rate quickly 

converged within 5 

citations, passing r = 0.9 

at that point (Figure 3c).  

The consistency that Field 

Citation Rate values display should not be surprising, 

given the manner in which additional citations rapidly 

grow an article’s co-citation network (Figure 1d), each 

node of which represents a citation rate that is itself 

derived from a large collection of articles (Supporting 

Equations S1 and S2). In this way our method of 

calculation provides a low-variance quantitative 

comparator, while still allowing the articles 

themselves to cover a highly dynamic range of 

subjects.   

 
Figure 3. Algorithm for calculating the Relative Citation Ratio. (a) Article Citation Rate (ACR) is 
calculated as the total citations divided by the number of years excluding the calendar year of 
publication (Supporting Equation S1), when few, if any, citations accrue (Supporting Figure S2). (b) 
Box-and whisker plots of 88,835 NIH-funded papers (published between 2003 and 2010), 
summarizing their Article Citation Rate, Journal Impact Factor (matched to the article’s year of 
publication), and Field Citation Rate. Boxes show the 25th-75th percentiles with a line at the median; 
whiskers extend to the 10th and 90th percentiles. (c) Correlation of FCR as generated in 2012 vs. two 
years later in 2014 for the same set of articles, as a function of the number of starting citations in 
2012. Data were sliced by the number of initial citations in 2012, to assess stability as a function of 
the number of citing articles (and thereby the starting size of the network). Each point, correlation 
coefficient for > 1000 articles. Between 2012 and 2014, articles accrued a median of 5 additional 
citations. (d) Generate an expectation for article citation rates based on a preselected benchmark 
group, by regressing the ACR of the benchmark papers onto their FCRs (Supporting Equations S3, S4), 
one regression each publication year. The graphed examples were sampled from a random 
distribution for illustrative purposes. (e) The coefficients from each year’s regression equation 
transforms the Field Citation Rates of papers published in the same year into Expected Citation Rates 
(Supporting Equation S5). Each paper’s RCR is its ACR/ECR ratio. A portfolio’s RCR is simply the 
average of the individual articles’ RCRs (Supporting Equation S6). 
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Having established the co-citation network as a 

means of determining a Field Citation Rate for each 

Reference Article, our next step was to calculate 

ACR/FCR ratios. Since both Article Citation Rates and 

Field Citation Rates are measured in citations per 

year, this generates a rateless, timeless metric that 

can be used to assess the relative influence of any 

two Reference Articles. However, it does not measure 

these values against any broader context. For 

example, if two Reference Articles have ACR/FCR 

ratios of 0.7 and 2.1, this represents a three-fold 

difference in influence, but it is unclear which of those 

values would be closer to the overall mean or median 

for a large collection of papers. One additional step is 

therefore needed to adjust the raw ACR/FCR ratios so 

that, for any given Field Citation Rate, the average 

RCR equals 1.0. Any selected cohort of Reference 

Articles can be used as a standard for anchoring 

expectations, i.e. as a customized benchmark 

(Supporting Equations S3-S6). We selected R01-

funded papers as our benchmark set; for any given 

year, regression of the Article Citation Rate and Field 

Citation Rate values of R01-funded papers yields the 

equation describing, for the Field Citation Rate of a 

given Reference Article published in that year, the 

expected citation rate (Figure 3d and Supporting 

Table S2). Inserting the Article Citation Rate as the 

numerator and Field Citation Rate of that Reference 

Article into the regression equation as the 

denominator is the final step in calculating its RCR 

value, which incorporates the normalization both to 

its field of research, and to the citation performance 

of its peers (Figure 3e and Supporting Information). 

We considered two possible ways to regress 

Article Citation Rate on Field Citation Rate in the 

benchmarking step of the RCR calculation. The 

ordinary least squares (OLS) approach will benchmark 

articles such that the mean RCR is equal to 1.0. OLS 

regression is suitable for large-scale analyses such as 

those conducted by universities or funding agencies. 

However, in smaller analyses where the distribution 

of data may be skewed, OLS may yield an RCR less 

than 1.0 for the median, i.e. typical, article under 

consideration. In situations such as these, for example 

in the case of web tools enabling search and 

exploration at the article or investigator level, 

quantile regression is more desirable as it yields a 

median RCR equal to 1.0.  

Expert validation of RCR as a measure of 

influence 
For the work presented here, we chose as a 

benchmark the full set of 311,497 Reference Articles 

published from 2002 through 2012 by NIH-R01 

awardees. To measure the degree of correspondence 

between our method and expert opinion, we 

compared RCRs generated by OLS benchmarking of 

ACR/FCR values with three independent sets of post-

publication evaluations by subject matter experts 

(details in Supporting Information). We compared 

RCR with expert rankings for 2193 articles published 

in 2009 and evaluated by Faculty of 1000 members 

(Figure 4a and Supporting Figure S3), as well as 

rankings of 430 Howard Hughes Medical Institute- or 

NIH-funded articles published between 2005 and 

2011 and evaluated in a study conducted by the 

Science and Technology Policy Institute (STPI, Figure 

4b and Supporting Figure S4), and finally, 290 articles 

published in 2009 by extramurally funded NIH 

investigators and evaluated by NIH intramural 

investigators in a study of our own design (Figure 4c; 

Supporting Figures S5-S7). All three approaches 

demonstrate that RCR values are well correlated with 

reviewers’ judgments. We asked experts in the latter 

study to provide, in addition to an overall score, 

scores for several independent sub-criteria: likely 

impact of the research, importance of the question 

being addressed, robustness of the study, 

appropriateness of the methods, and human health 

relevance. Random Forest analysis (37) indicated that 

their scores for likely impact were weighted most 

heavily in determining their overall evaluation 

(Supporting Figure S6). 
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In addition to correlating with expert opinion, RCR 

is ranking invariant, which is considered to be a 

desirable property of bibliometric indicators (38,39). 

In short, an indicator is ranking invariant when it is 

used to place two groups of articles in hierarchical 

order, and the relative positions in that order do not 

change when uncited articles are added to each 

group. The RCR metric is ranking invariant when the 

same number of uncited articles is added to two 

groups of equal size (Supporting Equations S7-S9). 

RCR is also ranking invariant when the same 

proportion of uncited articles is added to two groups 

of unequal size (Supporting Equations S10-S11). This 

demonstrates that the RCR method can be used 

 
Figure 4. Relative Citation Ratios correspond with expert reviewer scores. (a-c) Bubble plots of reviewer scores vs. RCR for three different 
datasets. Articles are binned by reviewer score; bubble area is proportionate to the number of articles in that bin. (a) F1000 scores for 2193 
R01-funded papers published in 2009. Faculty reviewers rated the articles on a scale of one to three (“Good”, “Very Good”, and 
“Exceptional”, respectively); those scores were summed into a composite F1000 score for each article (Supporting Figure 3). (b) Reviewer 
scores of 430 HHMI and NIH-funded papers collected by the Science and Technology Policy Institute. (c) Scores of 290 R01-funded articles 
reviewed by experts from the NIH Intramural Research Program. Black line, linear regression. (d) Box-and-whisker plots illustrating the 
distribution of journal impact factors (JIFs) citations per year (CPY) and relative citation ratios (RCR) for two areas of NIH funded research. 
Cell Biology, n = 5936; Neurological Function, n = 5417. *** p < 0.001, Kruskal-Wallis with Dunn’s multiple comparison test. n.s., not 
significant. Mean represented by a “+”. (e) Comparison of RCRs (orange) and Thompson Reuters ratios (blue; 17,27) for the same 544 articles 
with a low denominator. Data points are partially transparent to allow coordinates with multiple papers (darker) to be more clearly 
identified. 
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effectively and safely in evaluating the relative 

influence of large groups of publications. 

Comparison of RCR to existing 

bibliometrics  
The ideal bibliometric method would provide 

decision makers with the means to perfectly evaluate 

the relative influence of even widely divergent areas 

of science. One way to test whether RCR represents a 

step towards this ambitious goal is to compare its 

performance in various scenarios to that of existing 

metrics. To begin, we asked whether RCR can fairly 

value a field that is disadvantaged by the use of two 

of the most widely recognized markers of influence: 

journal impact factor and citations per year. Two 

areas of science in which the National Institutes of 

Health funds research are neurological function and 

basic cell biology. Both subjects are deserving of 

attention and resources; however, papers in the 

former field, which includes subjects such as 

dementia and mental health, tend to appear in lower 

impact factor journals and receive fewer citations per 

year than those in the latter. In contrast, the 

distribution of RCR values for these two areas of study 

is statistically indistinguishable (Figure 4d). Although 

this is a single example, it does illustrate one way in 

which RCR provides value beyond either of these two 

alternative metrics.  

While impact factor and citations per year are two 

of the most commonly used evaluative measures, 

they are also arguably less sophisticated than other 

field-normalized methods advanced by 

bibliometricians. A recent publication has reported 

that RCR is better correlated with expert opinion than 

one of these, MNCS, but slightly less well than 

another, SNCS2 (40). However, SNCS2 has an important 

disadvantage relative to RCR; it grows continually 

over time (like raw citation counts), and so is biased in 

favor of older papers. This disadvantage can be 

countered by calculating SNCS2 over a fixed time 

window, but doing so can obscure important dynamic 

aspects of citation behavior. In other words, if an 

article becomes more or less influential compared to 

its peers after that fixed window has passed, as for 

example can occur with “sleeping beauties” (41), this 

would not be apparent to users of SNCS2. These 

authors (40) also found that RCR is better correlated 

with expert opinion than citation percentiles, which is 

the measure bibliometricians have previously 

recommended as best for evaluating the impact of 

published work (42). A different team of researchers 

has also recently reported that a simplified version of 

the RCR algorithm is better at identifying important 

papers than Google’s PageRank (43), which has 

previously been adapted to quantitate the influence 

of an article or author (44–46). 

One concern that arises whenever citations are 

field-normalized is that papers in disciplines with 

intrinsically low citation rates might be 

inappropriately advantaged. To evaluate how RCR 

meets this challenge, we compared our approach to 

an adaptation of the MNCS method, the Thomson-

Reuters (TR) ratio. Like RCR, the TR ratio uses citations 

per year as its numerator; unlike RCR, the TR 

denominator is based on the average citation count of 

all articles published in a given year in journals that 

are defined as part of the same category (see 

Supporting Information). This journal categorization 

approach has some problems; bibliometricians have 

expressed concern that it is not refined enough to be 

compatible with article-level metrics (47), and in the 

case of TR ratios, the use of proprietary journal 

category lists renders the calculation of the metric 

somewhat opaque. Still, it is a more refined measure 

than JIF or CPY, and like RCR, it seeks to field-

normalize citations based on choice of comparison 

group in its denominator.  

A TR ratio is available for 34,520 of the 35,837 

PubMed Indexed papers published in 2009 by 

recipients of NIH R01 grants. For this set of articles, 

the TR ratio denominator ranges from 0.61 to 9.0, and 

a value of 2.0 or less captures 544 papers (the bottom 

1.6%; Figure 4e). The average TR ratio for these 

papers is 1.67, and the average RCR is 0.67. Since RCR 

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted March 30, 2016. ; https://doi.org/10.1101/029629doi: bioRxiv preprint 

https://doi.org/10.1101/029629
http://creativecommons.org/licenses/by/4.0/


Hutchins, Yuan, Anderson and Santangelo RCR, a bibliometric measure of article influence 

Page | 10 
 

is benchmarked so that the mean paper receives a 

score of 1.0, it is immediately obvious that these 

works are having relatively little influence on their 

respective fields, in spite of their intrinsically low field 

citation rates. In contrast, TR ratios are not 

benchmarked, so it is difficult to know whether or not 

it would be appropriate to flag these works as 

relatively low influence. Nevertheless, we can 

compare how each method ranks papers with these 

very low denominators by calculating the fraction 

with values above the RCR and TR ratio medians. Of 

the 544 low-denominator articles, 290 have a TR ratio 

greater than 1.07, the median value of the 34,520 

papers, whereas 205 articles are above the RCR 

median of 0.63. This pattern holds when comparing 

the number of low-denominator articles that each 

approach places in the top 5% of the overall 

distribution; the TR method identifies seventeen such 

papers, whereas the RCR method identifies eight. 

Therefore, in avoiding inappropriate inflation of the 

assessment of articles with the lowest field citation 

rates, RCR  is at least as good as, and arguably better 

than, MNCS. 

Importantly, RCR is an improvement over existing 

metrics in terms of accessibility. While citation 

percentiles and TR ratios are only available through 

an expensive institutional subscription service, RCR 

values for PubMed indexed articles are freely 

available through the web-based iCite calculator, a 

screenshot of which is shown in Figure 5. For each 

PMID entered into iCite, users can download an Excel 

spreadsheet showing the total number of citations 

and the number of citations per year received by that 

publication; the number of expected citations per 

year, which are derived from a benchmark group 

consisting of all NIH R01 grantees, and the Field 

Citation Rate are also reported for each article. 

Detailed, step-by-step help files are posted on the 

iCite website, and the full code is available on GitHub.  

RCR-based evaluation of two NIH-funded 

research programs  
One of the unique strengths of RCR is the way in 

which a paper’s co-citation network dynamically 

defines its field.  Each new citation an article receives, 

then, can be thought of as originating either from 

within or from outside its existing network. As a work 

gains relevance to additional disciplines, it seems 

intuitively possible that a new out-of-network citation 

might lead to a disproportionate increase in Field 

Citation Rate and thus to a drop in RCR. Such an 

occurrence might be thought undesirable (40); 

alternatively, it might be considered an accurate 

reflection of the reduced relative influence the work 

in question has on a new and larger group of scholars, 

many of whom previously may not have had a reason 

to encounter it. Regardless, we felt it was important 

to determine how frequently such a hypothetical 

scenario (40) occurs. Among the more than 200,000 

articles published between 2003 and 2011 for which 

we calculated Field Citation Rates, less than 2% 

experienced any sort of drop in RCR between 2012 

and 2014; only 0.2% experienced a drop in RCR of 0.1 

or more. This low incidence is consistent with the 

stability we observe in Field Citation Rates (Figure 3c) 

and with the theoretical properties of citation 

networks, which are known to be scale-free and thus 

resistant to perturbation (48).  

While 0.2% is a very small number, we wondered 

whether interdisciplinary science might be 

overrepresented among the articles that did 

experience a drop in RCR. An impediment to testing 

this hypothesis, though, is the lack of a precisely 

circumscribed consensus definition of interdisciplinary 

research; one reason it is difficult to arrive at such a 

definition is that disciplines are themselves dynamic 

and undergo continuous evolution. For example, 

biochemistry may have been considered highly 

interdisciplinary in 1905, the year that term first 

appears in the PubMed indexed literature (49), but 

most biomedical researchers today would consider it  
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a well-established discipline in its own right. Others 

might still view it as an interdisciplinary field in the 

strictest sense, as it occupies a space between the 

broader fields of biology and chemistry. To some 

extent, then, interdisciplinarity is in the eye of the 

beholder, and this presents another challenge. The 

question only becomes more vexed when considering 

more recent mergers such as computational biology, 

neurophysiology, or developmental genetics; are 

these established fields, interdisciplinary fields, or  

 
Figure 5. iCite, a publicly available tool for calculating RCR and accessing related citation information. (a) Screen shot of a sample iCite result. 

400 sample PMIDs from papers published over a four year window were entered into the iCite tool, which returned the maximum, mean +/- 

standard error of the mean (SEM), and median values for both citations per year and RCR; weighted RCR is equal to the sum of the RCRs for 

this group. Box and whisker shoes the distribution of article RCRs; bar graphs show the number of publications per year and weighted RCR 

per year, respectively. (b) Sample data download for an iCite result. iCite returns the total number of citations, number of citations per year, 

expected citations per year based on an NIH R01 benchmark, field citation rate, relative citation rate, and percentile ranking in a 

downloadable Excel format for each PMID entered, as well as the corresponding title, author information, and year/journal of publication.  
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sub-fields? As a first approximation, then, we chose to 

ask whether articles produced by the NIH 

Interdisciplinary Research Common Fund program, 

which funded work that conforms to the definition of 

interdisciplinarity adopted by the National Academy 

of Sciences (50,51), were more or less likely to 

experience a drop in RCR than other NIH funded 

articles. Interestingly, these interdisciplinary papers 

were actually two-fold less likely to experience a drop 

in RCR than papers funded either by other Common 

Fund programs or by standard R01 support (Figure 

6a). We currently lack an explanation as to why this 

might be so; given how infrequent these small drops 

are, we cannot yet rule out the possibility that 

statistical noise is responsible. 

We also analyzed publications funded by NIH’s 

Human Microbiome Project (HMP), which was 

established in 2007 to generate research resources to 

facilitate the characterization and analysis of human 

microbiota in health and disease. From 2009-2011, 

scientists funded by the HMP published 87 articles for 

which citation information is available. As a 

comparison group, we identified 2267 articles on the 

human microbiome that were published during the 

same time period, but were not funded by the HMP. 

Articles from the Human Microbiome Project 

outperformed the comparison group (Figure 6b; HMP 

mean RCR 2.30, median RCR 1.06; comparison RCR 

mean 1.23, median 0.74; p < 0.001, Mann-Whitney U 

test), demonstrating that sorting by funding 

mechanism has the potential to identify works of 

differential influence.  

Quantifying how past influence predicts 

future performance 
We next undertook a large case study of all 

88,835 articles published by NIH investigators who 

maintained continuous R01 funding from fiscal year 

(FY) 2003 through FY2010 to ask how the RCR of 

publications from individual investigators changed 

over this eight-year interval. Each of these 

investigators had succeeded at least once in renewing 

one or more of their projects through the NIH 

competitive peer review process.  In aggregate, the 

RCR values for these articles are well-matched to a 

log-normal distribution; in contrast, as noted 

previously by others, the distribution of impact 

factors of the journals in which they were published is 

non-normal (52,53) (Figure 7a, b). Sorting into 

quintiles based on JIF demonstrates that, though 

journals with the highest impact factors have the 

highest median RCR, influential publications can be 

found in virtually all journals (Figure 7c, d). Focusing 

on a dozen representative journals with a wide range 

of JIFs further substantiates the finding that 

influential science appears in many venues, and 

reveals noteworthy departures from the correlation 

between JIF and median RCR (see Supporting 

Information). For example, NIH-funded articles in 

both Organic Letters (JIF = 4.7) and the Journal of the 

Acoustical Society of America (JIF = 1.6) have a higher  

 

Figure 6. RCR-based evaluation of two NIH-funded research 
programs. (a) Bar graph showing the percentage of papers that 
experience a drop in RCR from 2012 to 2014. Black bars, any 
decrease in RCR; gray bars, decrease in RCR of 0.1 or more. (b) Box-
and-whisker plots showing the distribution of RCR values for 
articles describing the human microbiome, published with support 
from the Human Microbiome Project of the NIH Common Fund 
(HMP) or another source (other). Boxes show the 25th-75th 
percentiles with a line at the median; whiskers extend to the 10th 
and 90th percentiles. 
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median RCR than those in Nucleic Acids Research (JIF 

= 7.1; Figure 7e). 

As part of this case study we also calculated the 

average RCR and average JIF for papers published by 

each of the 3089 NIH R01 principal investigators (PIs) 

represented in the dataset of 88,835 articles. In 

aggregate, the average RCR and JIF values for NIH R01 

PIs exhibited log-normal distributions (Figure 7f, g) 

with substantially different hierarchical ordering 

(Supporting Figure S8). This raised a further question 

concerning PIs with RCR values near the mode of the 

log-normal distribution (dashed line in Figure 7f): as 

measured by the ability to publish work that 

influences their respective fields, to what extent does 

their performance fluctuate? We addressed this 

question by dividing the eight year window (FY2003 

through FY2010) in half. Average RCRs in the first time 

period (FY2003 through FY2006) were sorted into 

quintiles, and the percentage of PIs in the second 

time period (FY2007 through FY2010) that remained 

in the same quintile, or moved to a higher or lower 

quintile, was calculated. The position of PIs in these 

quintiles appeared to be relatively immobile; 53% of 

PIs in the top quintile remained at the top, and 53% of  

 
Figure 7. Properties of Relative Citation Ratios at the article and investigator level. (a, b) Frequency distribution of article-level RCRs (a) and 

Journal Impact Factors (b), from 88,835 papers (authored by 3089 R01-funded PIs) for which co-citation networks were generated. Article 

RCRs are well-fit by a log-normal distribution (R2 = 0.99), and Journal Impact Factors less so (R2 = 0.79). (c) Box-and-whisker plots summarizing 

Journal Impact Factors for the same papers, binned by Impact Factor quintile (line, median; box, 25th–75th percentiles; whiskers, 10th to 90th 

percentiles). (d) RCR for the same papers using the same bins by Journal Impact Factor quintile (same scale as c). Although the median RCR for 

each bin generally corresponds to the Impact Factor quintile, there is a wide range of article RCRs in each category. (e) Box-and-whisker plots 

summarizing RCRs of these same papers published in selected journals. In each journal, there are papers with article RCRs surpassing the 

median RCR of the highest Impact Factor journals (left three). The Impact Factor of each journal is shown above. (f, g) Frequency distribution 

of investigator-level RCRs (f) and Journal Impact Factors (g), representing the mean values for papers authored by each of 3089 R01-funded 

PIs. Dashed line in (f), mode of RCR for PIs. 
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those in the bottom quintile remained at the 

bottom (Figure 8a). For each PI we also calculated a 

weighted RCR (the number of articles multiplied by 

their average RCR); comparing on this basis yielded 

almost identical results (Figure 8b). It is worth noting 

that average Field Citation Rates for investigators 

were extremely stable from one 4-year period to the 

next (Pearson r  = 0.92, Table 2), Since Field Citation 

Rates are the quantitative representation of co-

citation networks, this further suggests that each co-

citation network is successfully capturing the 

corresponding investigator’s field of research. 

Another possible interpretation of the above data 

is that PI RCRs perform an unbiased random walk 

from their initial state with a large diffusion rate. 

Considered from this frame, it could be said that 47% 

of PIs who started in the top quintile moved out of it 

during the second 4-year period we analyzed. To test 

this hypothesis directly, we performed a mean 

reversion test, which determines whether or not the 

set of values under consideration will return to an 

average, or mean, value over time. If drift in PI RCR 

were simply a random walk, then the change in RCR 

should by definition be independent of starting RCR, 

and plotting these two values against each other 

should result in a straight line with a slope of zero. 

However, the results show that change in RCR is 

dependent on starting RCR value (p < 0.001, linear 

regression analysis, n = 3089, Figure 8c). Furthermore, 

randomly shuffling PI RCRs from the second four year 

period gives a slope that is significantly different than 

that observed for the real data (p < 0.001, Extra sum-

of-squares F-test, n = 3089, Figure 8c), ruling out the 

possibility that these values are randomly sampled 

from the same distribution in each time interval.  

 

Figure 8. Scientific mobility of investigators’ influence relative to their field. Color intensity is proportional to the percentage of PIs in each 
quintile. (a) 3089 investigators who were continuously funded by at least one R01 were ranked by their articles’ average RCR in each time  
window, and split into quintiles. From left to right, investigators starting in different quintiles were tracked to see their rank in the next 4-
year period.  (b) The same analysis, but the number of published articles was multiplied by their average RCR to calculate an influence-
weighted article count. PIs were ranked by this aggregate score and split into quintiles. (c) Scatter plot illustrating the relationship between 
PI RCR at earlier and later time frames. Black points, actual RCR values; black line, linear regression of actual RCR values. Red points, random 
assignment model (PI RCRs for the second four year period are re-shuffled and randomly assigned); red line, linear regression of modeled 
data.  
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Discussion 
The relationship between scientists and JIFs has 

been likened to the prisoner’s dilemma from game 

theory: because grant reviewers use JIFs in their 

evaluations, investigators must continue to weigh this 

in their decision-making or risk being out-competed 

by their peers on this basis (54,55). A groundswell of 

support for the San Francisco Declaration on Research 

Assessment (http://www.ascb.org/dora) has not yet 

been sufficient to break this cycle (54–59). Continued 

use of the Journal Impact Factor as an evaluation 

metric will fail to credit researchers for publishing 

highly influential work. Articles in high-profile journals 

have average RCRs of approximately 3. However, 

high-Impact-Factor journals (JIF ≥ 28) only account for 

11% of papers that have an RCR of 3 or above. Using 

Impact Factors to credit influential work therefore 

means overlooking 89% of similarly influential papers 

published in less prestigious venues. 

Bibliometrics like JIF and H-index are attractive 

because citations are affirmations of the spread of 

knowledge amongst publishing scientists, and are 

important indicators of the influence of a particular 

set of ideas. Though tracking the productivity of 

individual scientists with bibliometrics has been 

controversial, it is difficult to contradict the assertion 

that uncited articles (RCR = 0) have little if any 

influence on their respective fields, or that the best-

cited articles (RCR > 20) are impressively influential. 

We have not determined whether smaller differences, 

for example those with average or slightly above-

average RCRs (e.g. 1.0 versus 1.2), reliably reflect 

differential levels of influence. Further, citation-based 

metrics can never fully capture all of the relevant 

information about an article, such as the underlying 

value of a study or the importance of making progress 

in solving the problem being addressed. The RCR 

metric is also not designed to be an indicator of long-

term impact, and citation metrics are not appropriate 

for applied research, e.g. work that is intended to 

target a narrow audience of non-academic engineers 

or clinicians.  

It is also very important to note that like all other 

citation-based metrics, an RCR value cannot be 

calculated immediately after an article is published. 

Instead, enough time must pass for a meaningful 

number of citations to accrue, and the work we 

describe here provides some rough guidance as to 

what that meaningful number might be. Specifically, 

we have found that 93% of co-citation network-based 

field citation rates stabilize after a work has been 

cited five times (Figure 3c); also in agreement with 

previously published work, citation rates for 

approximately the same percentage of articles peak 

within two to three years after publication 

(Supporting Figure S2). Before one or both of those 

benchmarks have been reached, RCR values might be 

viewed as provisional; even after that point, neither 

RCR nor any other citation-based metric should be 

taken as a substitute for the actual reading of a paper 

in determining its quality. However, as citation rates 

mark the breadth and speed of the diffusion of 

knowledge among publishing scholars, we maintain 

that quantitative metrics based on citations can 

effectively supplement subject matter expertise in the 

evaluation of research groups seeking to make new 

discoveries and widely disseminate their findings. 

We believe RCR offers some significant 

advantages over existing citation-based metrics, both 

technically and in terms of usability. Technically, prior 

attempts to describe a normalized citation metric 

have resulted in imperfect systems for the 

comparison of diverse scholarly works (Supporting 

Information and Figure 4e), either because they 

measure only the average performance of a group of 

papers (60), or because the article of interest is 

measured against a control group that includes widely 

varying areas of science (17,31,47). An example of the 

latter is citation percentiling, which the Leiden 

manifesto (42) recently recommended as best 

practice in bibliometrics. Theoretically, the RCR 

method is an improvement over the use of citation 
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percentiling alone, since masking the skewed 

distribution of citations and article influence, while 

statistically convenient, can disadvantage portfolios of 

high-risk, high-reward research that would be 

expected to have a small proportion of highly 

influential articles (61). Furthermore, we have shown 

that co-citation networks better define an article’s 

field than journal of publication (Figure 2), so RCR is a 

more precise measure of influence than journal-based 

metrics, a category that includes both citation 

percentiles and MNCS methods such as the TR ratio.  

RCR is also no more likely to unfairly advantage 

publications in fields with a low citation rate than the 

TR ratio (Figure 4e). Finally, by incorporating a way to 

benchmark to a meaningful comparison group, RCR 

makes it easy for users to know whether a set of 

articles is above or below expectations for their 

region or agency; the need for such a feature has 

already been prominently discussed (30).  

In terms of usability, both RCR values and their 

component variables, including Field Citation Rates, 

citations per year, and total citations are freely 

available to the public through our iCite tool. As much 

of the source citation data is proprietary, we are 

prevented from identify all of the citing papers; 

presently, all bibliometrics face this challenge, as 

limited open source citation data is available. We feel 

that RCR and iCite represent a large improvement in 

transparency relative to citation percentiles and TR 

ratios, which are not cost-free, and are furthermore 

dependent on the proprietary classification of 

journals into one or another area of science. Our 

method and tool are also far more transparent than 

impact factor, the calculation of which has recently 

come under scrutiny after allegations of manipulation 

(56,62,63). 

Any metric can be gamed, and we have thought 

carefully about how a single author might try to game 

RCR.  Article citation rates could be inflated through a 

combination of self-citation and frequent publication; 

this strategy has its limits, though, as the top 10% of 

RCR values for NIH-funded publications on average 

receive more than 25 citations per year, and it is rare 

for a biomedical scientist to publish more than four or 

five times over that period. A more promising strategy 

might be to strive for the lowest possible Field 

Citation Rate. An author taking this approach would 

need to stack the reference section of his or her work 

not just with poorly cited articles, or with articles in 

poorly cited fields, but with articles that are co-cited 

with articles in poorly cited fields. Since citing 

behavior is also constrained by content, this might be 

difficult to accomplish; at the very least, it seems 

likely that reviewers and editors would be able to 

identify the resulting reference list as unusual. Of 

course, if enough authors start to reference works in 

poorly cited areas, that field’s citation rate will go up, 

and the RCR of the papers in it may go down; in that 

respect, efforts to game RCR might ultimately prove 

to be self-defeating. 

 An important point to keep in mind when 

interpreting RCR values, though, is that citations 

follow a power law or log-normal distribution (9), 

wherein one researcher’s choice of a particular 

reference article is at least partly informed by the 

choices that other researchers have previously made. 

There is a certain amount of noise inherent in that 

selection process (26), especially in the early days of a 

new discovery when a field is actively working 

towards consensus. The results of a landmark study 

on the relationship between quality and success in a 

competitive market suggests that the ultimate 

winners in such contests are determined not only by 

the intrinsic value of the work, but also by more 

intangible social variables (64). Consistent with this 

conclusion, a different group of authors have shown 

that including a “reputation” variable enables an 

algorithm to better predict which papers in the 

interdisciplinary field of econophysics will be the most 

highly cited (65). Although there is on average a 

positive relationship between quality and success 

(51), it is for this reason we suggest that RCR should 

primarily be considered as a measure of influence, 

rather than impact or intellectual rigor. 
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Within these bounds, bibliometric methods such 

as RCR have the potential to track patterns of 

scientific productivity over time, which may help 

answer important questions about how science 

progresses. In particular, co-citation networks can be 

used to characterize the relationship between 

scientific topics (including interdisciplinarity), 

emerging areas, and social interactions. For example, 

is the membership of an influential group of 

investigators in a given field or group of fields stable 

over time, or is it dynamic, and why? Our data 

demonstrate the existence of an established 

hierarchy of influence within the exclusive cohort of 

NIH R01 recipients who remained continuously 

funded over an eight-year time frame. This may mean 

that investigators tend to ask and answer questions of 

similar interest to their fields. Additionally or 

alternatively, stable differences in investigators’ 

status, such as scientific pedigree, institutional 

resources, and/or peer networks, may be significant 

drivers of persistently higher or lower RCR values. 

Future statistical analyses may therefore reveal 

parameters that contribute to scholarly influence. To 

the extent that scientific (im)mobility is a product of 

uneven opportunities afforded to investigators, there 

may be practical ways in which funding agencies can 

make policy changes that increase mobility and seed 

breakthroughs more widely. 

There is increasing interest from the public in the 

outcomes of research. It is therefore becoming 

necessary to demonstrate outcomes at all levels of 

funding entities’ research portfolios, beyond the 

reporting of success stories that can be quickly and 

succinctly communicated. For this reason, 

quantitative metrics are likely to become more 

prominent in research evaluation, especially in large-

scale program and policy evaluations. Questions 

about how to advance science most effectively within 

the constraints of limited funding require that we 

apply scientific approaches to determine how science 

is funded (66–69). Since quantitative analysis will 

likely play an increasingly prominent role going 

forward, it is critical that the scientific community 

accept only approaches and metrics that are 

demonstrably valid, vetted, and transparent, and 

insist on their use only in a broader context that 

includes interpretation by subject matter experts. 

Recent work has improved our theoretical 

understanding of citation dynamics (26–28). However, 

citation counts are not the primary interest of funding 

agencies, but rather progress in solving scientific 

challenges. The NIH particularly values work that 

ultimately culminates in advances to human health, a 

process that has historically taken decades (70). Here 

too, metrics have facilitated quantitation of the 

diffusion of knowledge from basic research toward 

human health studies, by examining the type rather 

than the count of citing articles (71). Insights into how 

to accelerate this process will probably come from 

quantitative analysis. To credit the impact of research 

that may currently be underappreciated, 

comprehensive evaluation of funding outputs will 

need to incorporate metrics that can capture many 

other types of outputs, outcomes, and impact, such as 

the value of innovation, clinical outcomes, new 

software, patents, and economic activity. As such, the 

metric described here should not be viewed as a tool 

to be used as a primary criterion in funding decisions, 

but as one of several metrics that can provide 

assistance to decision-makers at funding agencies or 

in other situations in which quantitation can be used 

judiciously to supplement, not substitute for, expert 

opinion. 
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Materials and Methods 

Citation data 
The Thomson Reuters Web of Science citation dataset from 2002-2012 was used for citation analyses. For 

FCR stability analysis this dataset was extended to include 2014 data. Because of our primary interest in 

biomedical research, we limited our analysis to those journals in which NIH R01-funded researchers published 

during this time. For assigning a journal citation rate to a published article, we used the 2-year synchronous 

journal citation rate (38,72) for its journal in the year of its publication. Publications from the final year of our 

dataset (2012) were not included in analyses because they did not have time to accrue enough citations from 

which to draw meaningful conclusions, but references from these papers to earlier ones were included in 

citation counts.  

Grant and Principal Investigator data 
Grant data was downloaded from the NIH RePORTER database (https://projectreporter.nih.gov/). Grant-to-

publication linkages were first derived from the NIH SPIRES database, and the data were cleaned to address 

false-positives and -negatives. Grant and publication linkages to Principal Investigators were established using 

Person Profile IDs from the NIH IMPAC-II database. To generate a list of continuously funded investigators, only 

those Person Profile IDs with active R01 support in each of Fiscal Years 2003-2010 were included. 

Calculations and data visualization 
Co-citation networks were generated in Python (Python Software Foundation, Beaverton, OR). This was 

accomplished on a paper-by-paper basis by assembling the list of articles citing the article of interest, and then 

assembling a list of each paper that those cited. This list of co-cited papers was de-duplicated at this point. 

Example code for generating co-citation networks and calculating Field Citation Rates is available on GitHub 

(http://github.com/NIHOPA). Data that was used for analysis can be found as csv files in the same repository. 

Further calculations were handled in R (R Foundation for Statistical Computing, Vienna, Austria). Visualizations 

were generated in Prism 6 (GraphPad, La Jolla, CA), SigmaPlot (Systat Software, San Jose, CA), or Excel 2010 

(Microsoft, Redmond, WA). Code used to generate the database used in the iCite web application 

(https://icite.od.nih.gov) can be found in the GitHub repository. A preprint version of this manuscript can also be 

found on bioRxiv (73). For box-and-whisker plots, boxes represent the interquartile range with a line in between 

at the median, and whiskers extend to the 10th and 90th percentiles. 

When comparing citations rates to other metrics (e.g. post-publication review scores), citation rates were 

log-transformed due to their highly skewed distribution, unless these other scores were similarly skewed (i.e. 

Faculty of 1000 review scores). For this process, article RCRs of zero were converted to the first power of 10 

lower than the lowest positive number in the dataset (generally 10-2). In the analysis of Principal Investigator 

RCRs, no investigators had an average RCR of zero. 

Content analysis  
The commercially available text mining program IN-SPIRE (Pacific Northwest National Laboratories, Richland, 

WA; [74]) was used for content-based clustering of papers in a co-citation network (Figure 1c). For comparison 

of journal impact factor citations per year and RCR (Figure 4d), papers in the fields of cell biology and 
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neurological function were those supported by grants assigned to the corresponding peer review units within 

the NIH Center for Scientific Review. 

For the data in Figure 2, articles were selected from six journals; three of these were disciplinary (Journal of 

Neuroscience, Blood, and Genetics) and the other three were multidisciplinary (Nature, Science and PNAS). 

Articles with exactly five citations were chosen to limit the number of pairwise comparisons in the co-citation 

network. Abstracts (from PubMed) were concatenated with titles to comprise the information for each 

document. Words were converted to lower case and stemmed. Any numbers, as well as words consisting of one 

or two letters, were removed from the corpus along with words appearing less than ten times. Term-document 

matrices were weighted for term frequency-inverse document frequency (TF-IDF) (75). For one analysis the 

term-document matrix was trimmed to the top 1000 TF-IDF-weighted terms, and in the other analysis, no 

additional term trimming was performed. Cosine similarity scores (36) were calculated for 1397 reference 

articles against each article in their co-citation network, and separately against each article appearing in the 

same journal. This resulted in 249,981 pairwise comparisons with articles in the co-citation networks, and 

28,516,576 pairwise comparisons with articles from the same journals. Frequency distributions for each journal 

and the co-citation network comparison are shown in Figure 2.  

Tables 
Table 1. Variance of Field Citation Rates and Expected Citation Rates using different levels of the citation 

network for calculations (based on 35,837 R01-funded papers published in 2009). 

 

Network level 
 

 

Variance (FCR) 

 

Variance (ECR) 

Impact Factor (RA only) 33.7 30.8 

Cited network 16.1 9.5 

Citing network 6.7 7.8 

Co-citation network 3.4 3.4 
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Table 2. Summary of investigator-level bibliometric measures and their stability from one 4-year period to the 

next (PIs with more than 5 articles in each period, except for article count). 

 

Measure 
 

 

Mean 

 

Median 

Pearson r 

(of log-values, 

’03-’06 vs ’07-

’10) 
 

Articles per interval 

(PIs with >0 articles in 

both 4-yr. intervals) 

 

9.8 

 

8.0 

 

0.56 

Field citation rate  7.8 7.7 0.92 

Journal citation rate  6.3 5.7 0.76 

Article citation rate  6.4 5.3 0.67 

RCR 1.0 0.85 0.61 
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Supporting Information 

Characterization of the co-citation networks of single articles 
Field normalization of citations is critical for cross-field comparisons, because of intrinsic differences in 

citation rates across disciplines. Our approach draws upon the idea of comparing the Article Citation Rate of an 
article (ACR) with an Expected Citation Rate (ECR), calculated based on peer performance in an article’s area of 
research (1,2). Calculating a robust ECR is challenging; other methods frequently employ journals or journal 
categories as a proxy for a scientific field (3–9). Unfortunately, these methods do not have sufficient precision to 
work well at the article level (10). Because modern fields of biomedical research exist as a spectrum rather than 
discrete and separate fields (11), we decided to take a more nuanced approach to defining an article’s field. We 
constructed each article’s co-citation network (12) and used that as a representative sample of its area of 
research. Simply put, when an article is first cited, the other papers appearing in the reference list along with the 
article comprise its co-citation network (Figure 1). As the article continues to be cited, the papers appearing in 
the new reference lists alongside it are added to its co-citation network. This network provides a dynamic view 
of the article’s field of research, taking advantage of information provided by the experts who have found the 
study useful enough to cite. 

Algorithm and calculations for Relative Citation Ratios (RCRs) 
Our algorithm uses the following steps to calculate RCR values, giving a ratio of ACR to ECR that is 

benchmarked to papers funded through NIH R01s: 
1. Convert the RA citation counts to citations per year (Figure 3 and Supporting Equation S1). 
2. Generate the RA’s co-citation network. To do this, we assemble all articles citing the RA; the complete 

set of papers cited in the reference lists of these citing articles comprises the co-citation network (Figure 
1). 

3. Estimate the FCR of the RA by averaging the journal citation rates of the papers in the co-citation 
network (Supporting Equation S3). 

4. Generate an ECR from the benchmark set of papers. Using R01-funded papers published in a given year, 
a linear regression of the ACRs vs. FCRs is performed (Figure 2 and Supporting Equations S3-4). 
Regressions are calculated for each publication year. 

a. The linear equation coefficients corresponding to the RA’s publication year rescale its FCR into a 
denominator (ECR) that is benchmarked to the performance of R01-funded articles (Supporting 
Equation S5).  

5. The Relative Citation Ratio is the ratio of the ACR : ECR. 

When converting raw citation counts to Article Citation Rate (𝐴𝑐𝑟), the year in which the RA was published 
was excluded from the denominator.  
 

Supporting Equation S1:  

𝐴𝑐𝑟 =
𝑇𝑜𝑡𝑎𝑙 𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑠 𝑡𝑜 𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝐿𝑎𝑠𝑡 𝑦𝑒𝑎𝑟 𝑖𝑛 𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛 𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒 − 𝑌𝑒𝑎𝑟 𝑜𝑓 𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑝𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛
 

We made this design decision because the publication year is nearly always partial, and because articles 
receive a low number of citations in the calendar year of their publication compared to subsequent years 
(Supporting Figure S2). In practice, the sum of the citations in years 0 and 1 (the year of publication and the 
following year) is close to the mean number of citations per year in the following 8 years (Supporting Figure S2). 
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ACRs and journal citation rates vary widely from field to field. To compare the Relative Citation Ratios of small 
groups (like individual investigators), special care must be taken to adjust only the fraction of the citation rate 
that is due to between-field differences. We tested three methods for adjusting expected citation rates to a 
field. These approaches each use information from an article’s citation network (see schematics in Figure 1a). 
The first method selects the reference article plus those cited in in its reference list (Figure 1a, bottom). The 
second approach instead selects subsequent papers citing the article (Figure 1a, top). Finally, the third uses the 
set of articles that are co-cited with the article of interest by subsequent papers (Figure 1a, middle). The 
Reference Article was always included in the set of papers selected to estimate the FCR, since an article is de 
facto part of its field. In all three cases, the average of the journal citation rates for the papers in the selected 
level of the citation network is used as the Field Citation Rate (𝐹𝑐𝑟). 
 

Supporting Equation S2: 

𝐹𝑐𝑟 =  
∑ 𝐽𝑐𝑟𝑖

𝑁
 

𝑁 is the number of papers in the selected level of the co-citation network (Figure 1a) and 𝐽𝑐𝑟𝑖 is the journal 
citation rate of each paper at the specified level of the citation network. 
To generate an expectation of citation performance using this cohort of papers, we performed a linear 
regression of Article Citation Rate (𝐴𝑐𝑟) in a baseline population against their Field Citation Rates (𝐹𝑐𝑟) from the 
same year (Figure 3d). R01-funded articles were used as a benchmark population. This process was repeated for 

each year being analyzed to give regression coefficients (slope, �̂� and intercept, �̂� ) for benchmarking articles. 
 

Supporting Equation S3: 

�̂� =  
∑  (𝐹𝑐𝑟𝑖 − 𝐹𝑐𝑟̅̅ ̅̅ ̅) (𝐴𝑐𝑟𝑖 − 𝐴𝑐𝑟̅̅ ̅̅ ̅)

∑  (𝐹𝑐𝑟𝑖 − 𝐹𝑐𝑟̅̅ ̅̅ ̅)2
 

Supporting Equation S4: 

�̂� =  𝐴𝑐𝑟̅̅ ̅̅ ̅ − �̂�  × 𝐹𝑐𝑟̅̅ ̅̅ ̅ 

 
Alternatively, if benchmarking to the median (rather than mean) field-normalized performance for the 

benchmark group is desired, quantile regression can be used in lieu of simple linear regression (13). In either 
case, the resulting regression line transforms a FCR into an Expected Citation Rate (𝐸𝑐𝑟𝑌𝑒𝑎𝑟), corresponding to 
the ACR that R01-funded papers with the same FCRs  and published in the same year were able to achieve, and 
this can be used outside of the baseline population as a benchmark for articles published in that year: 
 

Supporting Equation S5: 

𝐸𝑐𝑟𝑌𝑒𝑎𝑟 = �̂�  × 𝐹𝑐𝑟 + �̂� 
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For the years analyzed here (2002-2011), the resulting regression coefficients are given in Supporting Table 
S2. RCR for each article is the ratio of that article’s ACR divided by its ECR. Calculating the arithmetic mean is the 
preferred way of determining the RCR of an entire portfolio (6–8): 
 

Supporting Equation S6: 

𝑅𝐶𝑅 =  
1

𝑛
∑

𝐴𝑐𝑟𝑖

𝐸𝑐𝑟𝑖
𝑌𝑒𝑎𝑟 

Where 𝑛 is the number of papers being evaluated, 𝐴𝑐𝑟𝑖 is the article citation rate and 𝐸𝑐𝑟𝑖
𝑌𝑒𝑎𝑟 the expected 

citation rate of each article found by transforming its 𝐹𝑐𝑟𝑖 with the regression coefficients for its publication 
year (Supporting Equation S5). 

Evaluation of different levels of the citation network for field normalization 
The aim of this adjustment is to accurately normalize an individual article’s citation rate to its field’s average 

citation rate, while preserving within-field differences between papers. Using a set of papers from 2009 
matched to R01 grants active in the same year, we compared these three approaches. Calculated RCRs were 
very similar for all three groups at the article level (Supporting Table S3). This is not surprising, since at this 
granular scale the article’s numerator (ACR) accounts for more of the variance than the denominator. However, 
accurate field-adjustment is especially important for large-scale analyses, where field differences in citation 
rates can dominate measurements, as article-level differences in ACR average out. A more accurate estimate of 
the field citation rate would be predicted to show a smaller correlation between article citation rate and field 
citation rate, as within-field differences are more effectively excluded. To measure the effectiveness of each 
level of the citation network, we calculated the correlations between ACRs and ECRs for each approach. Of the 
three, the “Co-cited” method shows the least correlation between article citations and expected citations 
(Supporting Table S4). In addition, the variance in expected citation rates should be lower in approaches that 
more successfully isolate the between-field differences in citation rate from the within-field differences. Again, 
the co-citation level of the citation network performed the best here (Table 1). 

Validation of RCR with post-publication peer review 
We extensively validated article-level RCRs against expert reviewer scores of the impact or value of papers, 

using post-publication peer review. Three independently collected sets of post-publication peer reviews were 
used for this analysis: Faculty of 1000 (F1000) (5,14),  a previous survey conducted by the Institute for Defense 
Analyses Science and Technology Policy Institute (STPI) (15), and post-publication peer review conducted by NIH 
Intramural Research Program (IRP) Principal Investigators. 

The first set of expert review scores was compiled from F1000, in which faculty review articles in their fields 
of expertise, and rate the articles on a scale of 1 to 3 (“Good”, “Very Good”, and “Exceptional”). Because the 
decision by the faculty members to review the article is itself a mark of merit, these scores are summed into a 
composite F1000 score (Supporting Figure S3). We downloaded scores in June 2014 for 2193 R01-funded 
articles published in 2009 and compared them to their RCRs. This yielded an article-level correlation coefficient r 
of 0.44 between RCR and F1000 scores (Figure 4a). 

For a second set of expert review scores, we took advantage of a previous survey conducted by STPI, of 
papers funded through the Howard Hughes Medical Institute and NIH. In this survey, experts rated the impact of 
articles (shown here on a scale of 0 to 4, n = 430 papers from 2005-2011, Supporting Figure S4). Since citation 
data (including RCR) is highly skewed while survey ratings are not, RCR was log-transformed to bring these 
ranges into better alignment. The article-level correspondence of RCR with these review scores was similar to 
that observed with the F1000 scores (r = 0.47, Figure 4b). 
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Finally, we recruited investigators from the NIH Intramural Research Program (IRP) to perform post-
publication peer review of NIH-funded articles published in 2009 (Supporting Figures S5-S7). A total of 290 
articles were independently reviewed by multiple investigators, yielding an article-level correlation of 0.56 
(Figure 4c). The distribution of these impact scores is shown in Figure 2 Supplement 8. Finally, we asked 
reviewers in the NIH Intramural Research Program to conduct post-publication peer review of R01-funded 
articles published in 2009 (reviews conducted by The Scientific Consulting Group, Gaithersburg, MD). Reviewers 
were asked to give scores on a scale of 1-5 for the following questions: 

 Rate whether the question being addressed is important to answer. (1 = Not Important, 2 = Slightly 

Important, 3 = Important, 4 = Highly Important, 5 = Extremely Important) 

 Rate whether you agree that the methods are appropriate and the scope of the experiments adequate. 

(1 = Strongly Disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, 5 = Strongly Agree) 

 Rate how robust the study is based on the strength of the evidence presented. (1 = Not Robust, 2 = 

Slightly Robust, 3 = Moderately Robust, 4 = Highly Robust, 5 = Extremely Robust) 

 Rate the likelihood that the results could ultimately have a substantial positive impact on human health 

outcomes. (1 = Very unlikely, 2 = Unlikely, 3 = Foreseeable but uncertain, 4 = Probable, 5 = Almost 

Certainly) 

 Rate the impact that the research is likely to have or has already had. (1 = Minimal Impact, 2 = Some 

Impact, 3 = Moderate Impact, 4 = High Impact, 5 = Extremely High Impact) 

 Provide your overall evaluation of the value and impact of this publication. (1 = minimal or no value, 2 = 

Moderate value, 3 = Average value, 4 = High value, 5= Extremely high value) 

The distribution of responses for each of these questions is shown in Supporting Figure S5. Multiple experts 
were asked to review each paper, and each set of papers were matched to the fields of expertise of the 
reviewers examining them. For correlating RCR to review scores, we used the average of the score for the final 
question (overall evaluation of the paper’s value) for articles that were reviewed by at least two experts. 

To determine post-hoc which of the first five criteria (importance of scientific question, appropriate 
methods, robustness of study, likelihood of health outcomes and likely impact) were associated with reviewers’ 
ratings of overall value, we first performed a Random Forest analysis using all 5 criteria. Perhaps unsurprisingly, 
this analysis showed that “likely impact” was most closely associated with assessment of overall value 
(Supporting Figure S6a). We subsequently removed this criterion from the analysis to determine the relative 
importance of the other 4 questions. In this analysis, “Importance” of the scientific question and “Robustness” 
were most closely linked to overall value (Supporting Figure S6b). 

Should an article-level correlation of approximately 0.5 between RCR and expert reviewer scores be 
considered reliable? This level of correspondence is similar to that previously measured between bibliometric 
indicators and reviewer scores (5,14). Given the partially overlapping datasets used here, we were able to 
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calculate the correlation of expert reviewer scores with one another. The Pearson correlation coefficient 
between log-transformed F1000 scores and those from the STPI review was 0.35. In addition, the correlation of 
scores within a survey can be determined with statistical resampling. We selected papers with three reviews 
from the STPI and NIH IRP surveys. The order of reviewers was randomly shuffled, and the correlation 
coefficient between the first reviewer’s score and the mean of the other two scores was determined and 
recorded. This process was repeated 10,000 times for each dataset. The distributions of the 10,000 recorded 
correlation coefficients are shown in Supporting Figure S7. This approach demonstrated an internal correlation 
of 0.32 for STPI reviews and 0.44 for the NIH IRP reviews. These values are similar to the correlation between 
RCR and each set of review scores. These internal correlations between reviewer scores likely represent an 
estimate of the degree to which it is possible for bibliometrics to correspond to expert opinions. Thus, RCR 
agrees with expert opinion scores as well as experts agree with one another. 

Ranking invariance of RCR 
One desirable property in a bibliometric indicator is that of ranking invariance (8,16,17). A citation metric is 

ranking invariant if, when two groups of articles are being compared using that indicator, their relative ranking 
does not change if the groups are inflated by the same amount of uncited papers (17). RCR is ranking invariant 
under two cases: when the two comparison groups are the same size and the same absolute number of uncited 
papers is added to each group, and when the two comparison groups are different sizes and the same 
proportion of uncited papers is added to each comparison group. 
For the first case (two groups of the same size, termed groups 𝐼 and 𝐽, where group 𝐼 has the greater RCR), the 
group RCRs are described by the following inequality: 
 

Supporting Equation S7: 

∑
𝐴𝑐𝑟𝑖
𝐸𝑐𝑟𝑖

𝑛
1

𝑛
>  

∑
𝐴𝑐𝑟𝑗

𝐸𝑐𝑟𝑗

𝑛
1

𝑛
  

Where 𝑖 and 𝑗 are the individual papers from groups 𝐼 and 𝐽, and 𝑛 is the number of papers in these groups. 
Adding 𝑘 > 0 papers to each group, each with a constant RCR of 𝑎 ≥ 0 (equal to 0 for uncited papers) yields the 
following inequality: 
 

Supporting Equation S8: 

(∑
𝐴𝑐𝑟𝑖
𝐸𝑐𝑟𝑖

𝑛
1 ) + 𝑎𝑘

𝑛 + 𝑘
>  

(∑
𝐴𝑐𝑟𝑗

𝐸𝑐𝑟𝑗

𝑛
1 ) + 𝑎𝑘

𝑛 + 𝑘
 

This simplifies to Supporting Equation S9, demonstrating ranking invariance under this condition: 
Supporting Equation S9: 

∑
𝐴𝑐𝑟𝑖

𝐸𝑐𝑟𝑖

𝑛

1
>  ∑

𝐴𝑐𝑟𝑗

𝐸𝑐𝑟𝑗

𝑛

1
 

For the second case (two groups of unequal sizes, termed groups 𝐼 and 𝐽, where group 𝐼 has the greater RCR), 
the group RCRs are described by the following inequality: 
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Supporting Equation S10: 

∑
𝐴𝑐𝑟𝑖
𝐸𝑐𝑟𝑖

𝑛
1

𝑛
>  

∑
𝐴𝑐𝑟𝑗

𝐸𝑐𝑟𝑗

𝑛
1

𝑚
 

Where 𝑛 is the number of papers in group 𝐼 and 𝑚 is the number of papers in group 𝐽. Adding the same 
proportion 𝑘 > 0 of papers to each group, each with a constant RCR of 𝑎 ≥ 0 (equal to 0 for uncited papers) 
yields the following inequality: 
 

Supporting Equation S11: 

(∑
𝐴𝑐𝑟𝑖
𝐸𝑐𝑟𝑖

𝑛
1 ) + 𝑎𝑘𝑛

𝑛(1 + 𝑘)
>  

(∑
𝐴𝑐𝑟𝑗

𝐸𝑐𝑟𝑗

𝑛
1 ) + 𝑎𝑘𝑚

𝑚(1 + 𝑘)
 

This simplifies back to Supporting Equation S10, demonstrating ranking invariance under this condition as well. 
Note that while uncited papers correspond 𝑎 = 0, any positive RCR 𝑎 could be substituted and ranking 
invariance would hold. 

Susceptibility to gaming 
Since willingness to game Impact Factors is so prevalent (18,19), it stands to reason that some researchers 

may be tempted to game their RCRs. Self-citation seems to be the most obvious route for boosting the 
numerator, which is a limitation for citation metrics in general. Is RCR susceptible to gaming of the 
denominator? Consider this thought experiment: a researcher under career pressure seeks to boost the RCR of 
one of his papers by lowering its denominator. Is this feasible? In an extreme example, he may publish a new 
paper citing his previous article, along with 40 others in journals with Impact Factors of 1.0. Effects for a real 
article published in 2008 with an RCR close to 1.0 are shown in Supporting Table S5. The effect of this egregious 
example is equivalent to only a single additional citation, indicating that even obvious attempts to weigh the co-
citation network have, at best, a marginal effect. Obviously, newer articles would be more susceptible to 
manipulation, but it is unlikely that a researcher would be willing to so overtly attempt to game the metric; 
much more likely is an attempt to preferentially co-cite related articles in journals at the lower end of normal for 
the researcher's field (but not an order of magnitude like our thought experiment). This less obvious form of 
manipulation would reward the equivalent of much less than one additional citation, and would not have much 
of an impact. 

Effects of drifting fields over time 
Imagine a field whose citation rate drifted significantly over the course of a decade. This field’s intrinsic 

citation rate went from 6 to 4 over the course of 10 years, and new citations to previously published articles 
declined by the same amount, in keeping with the field. In the example in Supporting Table S6, yearly citations 
(“Cites”) and their contributions toward FCR (“FCR (Yr.)”) were added as the field’s citation rate declined, 
contributing lower values to FCR as time went on. The changes in CPY and FCR are shown as separate columns; 
because these are based on cumulative metrics, their decline lags behind the field as a whole. New article 
contributions to the co-citation network were modeled with a linear relationship based on empirical results 
(Figure 1). Despite the substantial 33% reduction in the citation rates to this article and its field, the ratio 
between CPY and FCR is nearly unchanged. 
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Investigator-level bibliometrics over long periods 
To test the degree to which investigator-level metrics, as shown in Figure 8 and Table 2, are stable over long 

periods, the analysis was repeated with the 2002-2014 dataset used for the Field Citation Rate stability analysis 
in Figure 2. As in Figure 8, investigators with continual R01 funding through the entire window (2002-2013) were 
selected for inclusion, to rule out additional variance from a catastrophic loss of funding. Rather than comparing 
two adjacent 4-year windows, two 2-year windows (2002-2003 and 2012-2013) were used spanning a decade. 
Correlations comparing these two periods are shown in Supporting Table S7. Investigator-level correlations are 
present at this longer time frame, although as expected over a longer time window, at a somewhat lower level. 
Because this analysis uses two 2-year windows rather than two 4-year windows, this result may underestimate 
the size of the effect compared to Figure 8 and Table 2. 
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Supporting Figures 
 

 
Supporting Figure S1. Journal impact factor stability over time. (a) Journal Impact Factors for 12 selected 
journals from 2003 to 2011. (b) Pearson correlation coefficients r of the Journal Impact Factors for these 
12 journals in 2003 vs. each of their respective Impact Factors in subsequent years. In each case, r is 
over 0.9. 
 

 
Supporting Figure S2. Mean citations accrued each year for 608,058 papers published in 2003 appearing 
in the same journals as NIH-funded publications. Adding the values for 2003 and 2004 gives a value (2.26 
citations per publication per year) close to the mean citations per year of the following years (2.36). 
Although these values may seem low, they are both similar to the global 2013 Aggregate Impact Factor 
metric for journals appearing in the Biology subcategory (2.56), which is also measured in citations per 
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paper per year. 
 

 
Supporting Figure S3. Distribution of Faculty of 1000 scores for 2193 R01-funded papers from 2009. 
 

 
Supporting Figure S4. Distribution of scores from the Science and Technology Policy Institute survey. 
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Supporting Figure S5. Summary of NIH IRP reviewer responses to post-publication peer review 
questions. Distribution of ratings to the questions:  (a) Rate whether the question being addressed is 
important to answer. (b) Rate whether you agree that the methods are appropriate and the scope of the 
experiments adequate. (c) Rate how robust the study is based on the strength of the evidence 
presented. (d) Rate the likelihood that the results could ultimately have a substantial positive impact on 
human health outcomes. (e) Rate the impact that the research is likely to have or has already had. (f) 
Provide your overall evaluation of the value and impact of this publication. 
 

 
Supporting Figure S6. Inferred criteria used by NIH IRP reviewers to rate overall value and impact of a 
publication. (a) Criteria most strongly linked to assessments of “overall value”, measured with Random 
Forest classification. Values indicate the mean decrease in Gini coefficient. (b) Criteria most strongly 
linked to assessments of “overall value”, excluding “likely impact”, and measured with Random Forest 
classification. 
 
 

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted March 30, 2016. ; https://doi.org/10.1101/029629doi: bioRxiv preprint 

https://doi.org/10.1101/029629
http://creativecommons.org/licenses/by/4.0/


Hutchins, Yuan, Anderson and Santangelo RCR, a bibliometric measure of article influence 

Page | 36 
 

 
Supporting Figure S7. Internal correlation of post-publication peer review scores is similar to correlation 
between RCR and review scores. (a) Pearson correlation coefficients (r) of one randomly chosen 
reviewer score vs. the mean of the other two scores for that paper, determined by statistical 
resampling. Distribution of correlation coefficients determined by resampling from the STPI dataset 
(10,000 repetitions, mean r = 0.32). (b) Pearson correlation coefficients (r) of one randomly chosen 
reviewer score vs. the mean of the other two scores for that paper, determined by statistical 
resampling. Distribution of correlation coefficients determined by resampling from the IRP dataset 
(10,000 repetitions, mean r = 0.44). 
 

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted March 30, 2016. ; https://doi.org/10.1101/029629doi: bioRxiv preprint 

https://doi.org/10.1101/029629
http://creativecommons.org/licenses/by/4.0/


Hutchins, Yuan, Anderson and Santangelo RCR, a bibliometric measure of article influence 

Page | 37 
 

 
Supporting Figure S8. Correlation of the average of different investigators’ article RCRs vs. the average 
of the Journal Impact Factors in which they published. Some investigators published very influential 
articles (high RCR) in lower-profile venues (low JIF) and vice versa. R2 = 0.23 
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Supporting Tables 
 
Supporting Table S1. Journal Impact Factor stability over time for 100 selected journals. 
Journal 2003 2004 2005 2006 2007 2008 2009 2010 2011 

ANNU REV IMMUNOL 52.28 52.431 47.4 47.237 47.981 41.059 37.902 49.271 52.761 

ANNU REV BIOCHEM 37.647 31.538 33.456 36.525 31.19 30.016 29.875 29.742 34.317 

PHYSIOL REV 36.831 33.918 28.721 31.441 29.6 35 37.726 28.417 26.866 

NAT REV MOL CELL BIO 35.041 33.17 29.852 31.354 31.921 35.423 42.198 38.65 39.123 

NEW ENGL J MED 34.833 38.57 44.016 51.296 52.589 50.017 47.05 53.486 53.298 

NATURE 30.979 32.182 29.273 26.681 28.751 31.434 34.48 36.104 36.28 

NAT MED 30.55 31.223 28.878 28.588 26.382 27.553 27.136 25.43 22.462 

ANNU REV NEUROSCI 30.167 23.143 24.184 28.533 26.077 26.405 24.822 26.756 25.737 

SCIENCE 29.781 31.853 30.927 30.028 26.372 28.103 29.747 31.377 31.201 

NAT IMMUNOL 28.18 27.586 27.011 27.596 26.218 25.113 26 25.668 26.008 

PHARMACOL REV 27.067 22.837 15.689 16.854 18.823 21.936 17 18.861 20.225 

CELL 26.626 28.389 29.431 29.194 29.887 31.253 31.152 32.406 32.403 

NAT GENET 26.494 24.695 25.797 24.176 25.556 30.259 34.284 36.377 35.532 

ANNU REV CELL DEV BI 22.638 17.804 23.69 26.576 23.545 22.731 19.571 14.078 15.836 

ANNU REV PHARMACOL 21.786 21.104 19.833 22.808 21.696 21.561 22.468 19.238 21.639 

JAMA-J AM MED ASSOC 21.455 24.831 23.494 23.175 25.547 31.718 28.899 30.011 30.026 

CHEM REV 21.036 20.233 20.869 26.054 22.757 23.592 35.957 33.036 40.197 

NAT CELL BIOL 20.268 20.649 19.717 18.485 17.623 17.774 19.527 19.407 19.488 

CANCER CELL 18.913 18.122 18.725 24.077 23.858 24.962 25.288 26.925 26.566 

ANNU REV PHYSIOL 18.591 16.672 13.359 15.356 18.875 19.74 18.17 16.106 20.827 

LANCET 18.316 21.713 23.878 25.8 28.638 28.409 30.758 33.633 38.278 

TRENDS IMMUNOL 18.153 13.075 10.174 10.213 9.48 9.91 8.768 9.533 10.403 

NAT REV DRUG DISCOV 17.732 19.583 18.775 20.97 23.308 28.69 29.059 28.712 29.008 

NAT BIOTECHNOL 17.721 22.355 22.738 22.672 22.848 22.297 29.495 31.09 23.268 

ENDOCR REV 17.324 18.784 22.538 23.901 18.493 18.562 19.761 22.469 19.929 

MOL CELL 16.835 16.811 14.971 14.033 13.156 12.903 14.608 14.194 14.178 

IMMUNITY 16.016 15.448 15.156 18.306 19.266 20.579 20.589 24.221 21.637 

J EXP MED 15.302 14.588 13.965 14.484 15.612 15.463 14.505 14.776 13.853 

NAT NEUROSCI 15.141 16.98 15.456 14.805 15.664 14.164 14.345 14.191 15.531 

ACCOUNTS CHEM RES 15 13.154 13.141 17.113 16.214 12.176 18.203 21.852 21.64 

DEV CELL 14.807 15.434 14.609 13.523 12.436 12.882 13.363 13.946 14.03 

NEURON 14.109 14.439 14.304 13.894 13.41 14.17 13.26 14.027 14.736 

J NATL CANCER I 13.844 13.856 15.171 15.271 15.678 14.933 14.069 14.697 13.757 

TRENDS NEUROSCI 12.631 14.794 14.325 13.494 12.479 12.817 12.794 13.32 14.235 

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted March 30, 2016. ; https://doi.org/10.1101/029629doi: bioRxiv preprint 

https://doi.org/10.1101/029629
http://creativecommons.org/licenses/by/4.0/


Hutchins, Yuan, Anderson and Santangelo RCR, a bibliometric measure of article influence 

Page | 39 
 

ANN INTERN MED 12.427 13.114 13.254 14.78 15.516 17.457 16.225 16.729 16.733 

ANNU REV GENOM HUM G 12.2 8.581 10.094 10.771 10.722 12.029 11.568 17.182 14.829 

ANNU REV MICROBIOL 12.105 12.316 13.412 14.553 14.362 10.902 12.804 12.415 14.345 

ANNU REV GENET 11.92 11.304 13.959 19.098 18.302 12.78 13.235 21.774 22.233 

CLIN MICROBIOL REV 11.53 10.671 10.443 12.643 15.764 16.409 14.691 13.5 16.129 

ANNU REV MED 11.381 11.2 10.383 13.237 13.415 10.985 9.94 12.457 13.104 

CIRCULATION 11.164 12.563 11.632 10.94 12.755 14.595 14.816 14.432 14.739 

J CLIN ONCOL 10.864 9.835 11.81 13.598 15.484 17.157 17.793 18.97 18.372 

NAT MATER 10.778 13.531 15.941 19.194 19.782 23.132 29.504 29.92 32.841 

ANNU REV PHYS CHEM 10.5 11.944 13.405 11.25 9.439 14.688 17.464 12.245 14.13 

ANNU REV PSYCHOL 9.896 12.8 9.784 11.706 13.4 16.217 22.75 18.288 16.833 

GENOME RES 9.635 10.382 10.139 10.256 11.224 10.176 11.342 13.588 13.608 

PSYCHOL BULL 8.405 7.701 9.746 12.725 10.905 12.568 12.854 11.975 14.457 

MOL CELL BIOL 8.142 7.822 7.093 6.773 6.42 5.942 6.057 6.188 5.527 

J AM COLL CARDIOL 7.599 9.133 9.2 9.701 11.054 11.438 12.64 14.293 14.156 

DIABETES CARE 7.501 7.071 7.844 7.912 7.851 7.349 6.718 7.141 8.087 

MOL BIOL CELL 7.454 7.517 6.52 6.562 6.028 5.558 5.979 5.861 4.942 

LANCET ONCOL 7.411 8.794 9.608 10.119 12.247 13.283 14.47 17.764 22.589 

MOL THER 6.125 5.204 5.443 5.841 5.862 5.97 6.239 7.149 6.873 

MOL MICROBIOL 5.563 5.959 6.203 5.634 5.462 5.213 5.361 4.819 5.01 

NEUROBIOL AGING 5.552 5.516 5.312 5.599 5.607 5.959 5.937 6.634 6.189 

MOL PSYCHIATR 5.539 6.943 9.335 11.804 10.9 12.537 15.049 15.47 13.668 

PROG BIOPHYS MOL BIO 5.346 4.551 5.148 5.684 5.009 6.388 3.992 3.964 3.203 

THROMB HAEMOSTASIS 4.95 3.413 3.056 2.803 3.501 3.803 4.451 4.701 5.044 

J NUCL MED 4.899 5.362 4.684 4.986 5.915 6.662 6.424 7.022 6.381 

J BIOL RHYTHM 4.061 2.979 4.367 4.633 3.868 4.211 4.418 3.309 2.934 

MOL ECOL 3.87 4.375 4.301 4.825 5.169 5.325 5.96 6.457 5.522 

J MAMMARY GLAND BIOL 3.853 2.984 3.625 3.8 3.765 4.167 4.074 5.446 6.741 

BIPOLAR DISORD 3.658 4.065 4.812 3.494 4.442 3.959 5.502 5.221 5.289 

VITAM HORM 3.439 3.889 4.394 2.24 3.889 3.196 2.439 2.89 2.19 

J NEUROSCI RES 3.374 3.727 3.239 3.476 3.268 3.086 2.986 2.958 2.738 

AM J PUBLIC HEALTH 3.363 3.241 3.566 3.698 3.612 4.241 4.371 3.85 3.926 

DNA REPAIR 3.277 3.92 5.016 5.868 4.018 5.095 4.199 4.293 4.135 

MECH DEVELOP 3.254 3.263 3.838 3.836 3.518 2.534 2.827 2.958 2.833 

CRIT REV IMMUNOL 3.113 3.595 3.214 3.938 4.058 3.241 2.625 3.857 3.317 

LANCET NEUROL 3.07 8.34 11.231 9.479 10.169 14.27 18.126 21.659 23.462 

ANTIOXID REDOX SIGN 3.027 3.763 4.232 4.491 5.484 6.19 7.581 8.209 8.456 

CELL TISSUE RES 2.991 2.67 2.383 2.58 2.613 2.74 2.308 2.804 3.114 

BREAST CANCER RES 2.932 2.975 4.026 4.157 4.371 5.052 5.326 5.785 5.245 

BIOMACROMOLECULES 2.824 3.299 3.618 3.664 4.169 4.146 4.502 5.327 5.479 
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INT J OBESITY 2.794 3.459 4.482 4.055 3.56 3.64 4.343 5.125 4.691 

ENDOCRIN METAB CLIN 2.743 2.375 3.685 2.845 2.123 2.121 3.562 4.33 3.411 

J CELL BIOCHEM 2.664 2.946 3.591 3.409 3.381 3.54 2.935 3.122 2.868 

BRIT J NUTR 2.616 2.71 2.967 2.708 2.339 2.764 3.446 3.072 3.013 

BRAIN RES BULL 2.609 2.429 2.481 1.684 1.943 2.281 2.184 2.498 2.818 

NEPHROL DIAL TRANSPL 2.607 2.84 2.976 3.154 3.167 3.568 3.306 3.564 3.396 

BIOMETALS 2.545 2.155 1.704 1.893 2.17 2.801 3.172 2.32 2.823 

INT J ONCOL 2.536 3.056 2.681 2.556 2.295 2.234 2.447 2.571 2.399 

STEROIDS 2.444 2.337 2.416 2.849 2.143 2.588 2.905 3.106 2.829 

J MED VIROL 2.371 2.331 2.52 2.779 2.831 2.576 2.47 2.895 2.82 

NUTR REV 2.318 2.264 2.515 2.937 2.86 3.503 3.443 4.077 4.472 

J MEMBRANE BIOL 2.203 2.349 2.208 2.112 2.527 2.32 2.189 1.63 1.808 

EUR J CELL BIOL 2.185 2.312 2.195 3.039 3.224 3.955 3.314 3.63 2.806 

ANN THORAC SURG 2.041 2.244 2.229 2.342 2.022 2.689 3.644 3.792 3.741 

YEAST 1.98 1.941 2.301 1.955 2.619 2.622 1.805 1.626 1.895 

NEUROSCI LETT 1.967 2.019 1.898 2.092 2.085 2.2 1.925 2.055 2.105 

ARCH VIROL 1.876 1.841 1.819 1.85 1.839 2.02 1.909 2.209 2.111 

J VIROL METHODS 1.826 1.729 1.886 2.097 1.933 2.077 2.133 2.139 2.011 

J DEV BEHAV PEDIATR 1.699 1.69 1.943 2.17 2.097 2.487 2.265 2.205 2.135 

GASTROENTEROL CLIN N 1.684 1.685 1.741 2.019 2.526 2.293 2.558 2.392 2.618 

J BIOMAT SCI-POLYM E 1.593 1.255 1.409 1.607 1.862 2.158 2.505 1.842 1.691 

CHRONOBIOL INT 1.59 1.521 2.472 2.517 3.771 3.495 3.987 5.576 4.028 

LARYNGOSCOPE 1.449 1.576 1.617 1.736 1.801 1.877 2.018 2.096 2.018 

J PEDIATR SURG 1.449 1.25 1.125 1.109 1.227 1.557 1.43 1.308 1.45 

BRAIN LANG 1.317 1.614 2.129 2.317 2.641 2.929 2.973 3.162 3.115 

IN VIVO 0.753 0.811 1.037 1.273 1.143 0.99 1.171 1.159 1.264 

 
Supporting Table S2. Regression coefficients (ACR on FCR, through 2012), for ordinary least squares linear 
regression (OLS) or quantile regression to the median (QR) for papers with concurrent R01 funding.  

Year Slope (OLS) Intercept (OLS) Slope (QR) Intercept (QR) 

2003 0.497 1.947 0.355 0.870 

2004 0.531 1.877 0.344 1.090 

2005 0.593 1.645 0.384 0.914 

2006 0.608 1.471 0.385 0.967 

2007 0.643 1.411 0.381 1.091 

2008 0.772 0.711 0.446 0.681 

2009 0.768 0.704 0.469 0.542 

2010 0.739 0.657 0.490 0.156 

2011 0.780 0.120 0.498 0.000 

One of the criticisms about Impact Factor is that it uses the mean, rather than median, of a skewed distribution 
(20); for RCR, quantile regression can be used to benchmark articles to the median citation performance in the 
benchmark group, rather than the mean. 
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Supporting Table S3. Correlation coefficients (r) between the log-transformed RCR values generated with the 
three different methods for estimating field citation rates with co-citation networks. 

Methods compared Pearson r   

Cited ~ Citing 0.928529 

Cited ~ Co-cited 0.95274 

Citing ~ Co-Cited 0.959203 

 
Supporting Table S4. Correlation between ACR vs. ECR.  

Method used for 
expected citation rate 

Pearson r 

Cited 0.292319 

Citing 0.250813 

Co-cited 0.180248 

 
Supporting Table S5. Effects of an attempt to game the denominator by introducing low Impact-Factor articles 
(40 articles of Impact Factor 1.0) to the co-citation network to a real article close to the average RCR.  

 Pre-gaming Post-gaming 

Co-citation 
network size 

1238 1278 

FCR 10.2 9.9 

ECR 7.9 7.7 

CPY 7.6 7.8 

RCR change 
from +1 cite 

0.962 0.987 

RCR change 
from ΔFCR 

0.962 0.987 

RCR total 
change 

0.962 1.01 

 
Supporting Table S6. Effects on CPY:FCR ratio of a field with a citation rate that drifts by a factor of 1.5 over the 
course of 10 years.  

Year Cites CPY FCR 
(Yr.) 

FCR CPY : 
FCR 

2003 0 - 6 - - 

2004 6 6 6 6 1.00 

2005 6 6 6 6 1.00 

2006 6 6 6 6 1.00 

2007 5 5.75 5 5.782609 0.99 

2008 5 5.6 5 5.642857 0.99 

2009 5 5.5 5 5.545455 0.99 

2010 4 5.285714 4 5.378378 0.98 

2011 4 5.125 4 5.243902 0.98 

2012 4 5 4 5.133333 0.97 

 

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted March 30, 2016. ; https://doi.org/10.1101/029629doi: bioRxiv preprint 

https://doi.org/10.1101/029629
http://creativecommons.org/licenses/by/4.0/


Hutchins, Yuan, Anderson and Santangelo RCR, a bibliometric measure of article influence 

Page | 42 
 

Supporting Table S7. Summary of investigator-level bibliometric measures and their stability from two 2-year 
periods spanning a decade (2002-2003 and 2012-2013, PIs with more than 5 articles in each period). 

Measure Pearson r (of log-
transformed values) 

Field Citation Rate 0.83 

Journal Citation Rate 0.64 

Article Citation Rate 0.48 

RCR 0.40 
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