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Abstract18

Zoonotic diseases are an increasingly important source of human infectious diseases, and host pathogen19

richness of reservoir host species is a critical driver of spill-over risk. Population-level traits of hosts20

such as population size, host density and geographic range size have all been shown to be important21

determinants of host pathogen richness. However, empirically identifying the independent influences of22

these traits has proven difficult as many of these traits directly depend on each other. Here we develop a23

mechanistic, metapopulation, susceptible-infected-recovered model to identify the independent influences24

of these population-level traits on the ability of a newly evolved pathogen to invade and persist in host25

populations in the presence of an endemic pathogen. We use bats as a case study as they are highly26

social and an important source of zoonotic disease. We show that larger populations and group sizes had27

a greater influence on the chances of pathogen invasion and persistence than increased host density or28

the number of groups. As anthropogenic change affects these traits to different extents, this increased29

understanding of how traits independently determine pathogen richness will aid in predicting future30

zoonotic spill-over risk.31

Keywords. Pathogen competition, zoonotic disease, metapopulations, host pathogen richness, bats,32

emerging infectious disease33

1. Introduction34

Zoonotic diseases are a major source of human infectious disease [1,2]. Epidemics of emerging, zoonotic35

diseases pose a major threat to human health and economic development [3,4]. The probability of36

zoonotic spill-over depends on, amongst other factors, the number of pathogen species carried by reservoir37

host species (pathogen richness) [5]. Empirical, comparative studies across reservoir host species, suggest38

that host morphological and life-history traits, such as large body size and longevity, correlate strongly39

with high pathogen richness [6,7]. However, traits related to reservoir host population biology are also40

expected to affect disease dynamics and therefore influence pathogen richness. Population-level traits41

such as increased host density [6,8,9], large geographic range size [6,9,10] and greater population structure42

(nonrandom interactions between individuals) [10,11] have been shown to correlate with high pathogen43

richness, although the evidence for a relationship with group size (number of individuals in a social44

group) has been equivocal in many studies [9,10,12–14]. Population size (total number of individuals), an45

important population-level trait, has rarely been included in comparative studies, despite its importance46

in describing epidemiological populations [15].47

Collinearity between explanatory variables is a common problem in correlative studies, and this issue48

is exacerbated when there are clear, causal relationships between explanatory variables. There are two49

particularly clear relationships between the population-level traits associated with pathogen richness.50

Firstly, host density, d, host population size, N , and geographic range size, a, are, by definition, linked51

by d = N/a (see electronic supplementary material, table S1 for all parameters used) and this relationship52

has broad empirical support [16]. Secondly, host population size can be decomposed into two components,53

the number of groups, m, and the average size of a group, n, with N = mn. Correlative, comparative54
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studies would be especially poor at identifying which, if any, of these traits causally affect pathogen55

richness. This lack of discriminatory power is particularly important with respect to global change and56

its effects on zoonotic disease emergence. Population-level traits such as population size and geographic57

range size, although interrelated, will respond differently to global change and the response will be species58

specific. Some host species may suffer geographic range contractions while their density remains constant59

[17]. Other host species might retain their geographic range but have a depressed population density60

[18]. Only by knowing which of these interrelated traits control pathogen richness will we be able to61

predict future changes in pathogen richness.62

Mechanistic models provide one method for comparing the importance of intrinsically related traits63

and can provide a deeper understanding of the system than correlative approaches. Theoretical studies64

have established that a number of host population-level traits are important for epidemiological dynamics65

and the maintenance of pathogen richness. In particular, host density, population structure and group66

size are well established as having central roles in pathogen dynamics [19–21]. A number of studies have67

found that increased host population structure can promote pathogen coexistence [22–24]. While these68

studies have examined whether these population-level traits can promote pathogen richness, none have69

attempted to distinguish which might be the most important. Mechanistic models that try to disentangle70

the interplay between population-level traits including host density, population size, geographic range71

size, group size and the number of groups are critically needed.72

Here, we use multipathogen models to individually vary host population-level traits. We examine a73

simple deterministic model to establish whether a newly evolved pathogen can invade into an unstructured74

population in the presence of strong competition from an endemic pathogen strain. We then examine a75

stochastic, metapopulation model that was parameterised to broadly mimic wild bat populations. We76

used bats as a case study as group (colony) size is very variable between bat species and bat colonies77

are often very stable [25–28]. Furthermore, bats are particularly relevant in the context of zoonotic78

disease as they are thought to be reservoirs for a number of recent, important outbreaks [29,30]. We79

examined how the interrelated population-level traits affect the ability of a newly evolved pathogen80

to invade and persist in a population. We used these simulations to examine two specific hypotheses.81

First, we investigated whether host population size or density more strongly promotes the invasion of82

a new pathogen. Secondly, we investigated whether the invasion of a new pathogen is more strongly83

promoted by group size or the number of groups. We found that population size has a much stronger84

effect on the invasion of a new pathogen than host density. We also found that increasing population85

size by increasing group size promotes pathogen invasion much more than increasing population size by86

increasing the number of groups.87

2. Methods88

(a). Two pathogen SIR model. We developed a multipathogen, susceptible-infected-recovered (SIR)89

compartment model to examine the probability that a newly evolved pathogen would invade and persist90

into a population in the presence of an identical, endemic pathogen. Susceptible individuals were counted91

in class S (figure 1) while infected individuals were counted in classes I1, I2 and I12, being individuals92
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Figure 1. Schematic of the two-pathogen SIR

model used. Individuals are in one of five epidemio-

logical classes, susceptible (orange, S), infected with

Pathogen 1, Pathogen 2 or both (blue, I1, I2, I12, re-

spectively) or recovered and immune from further in-

fection (green, R). Transitions between classes occur

as indicated by solid arrows and depend on transmis-

sion rate (β), coinfection adjustment factor (α) and

recovery rate (γ). Births (Λ) and deaths (µ) are indi-

cated by dashed arrows. Note that individuals in I12

move into R, not back to I1 or I2. That is, recovery

from one pathogen causes immediate recovery from

the other pathogen.

infected with Pathogen 1, Pathogen 2 or both, respectively. Recovered individuals, R, were immune to93

both pathogens, even if they had only been infected by one (i.e. there was complete cross-immunity).94

Furthermore, recovery from one pathogen moved an individual into the recovered class, even if the95

individual was coinfected (figure 1). Though our study was restricted to two pathogens, this modelling96

choice allows the model to be easily expanded to include many pathogens. Our assumption of immediate97

recovery from all other pathogens is likely to be reasonable [31] as any up-regulation of innate immune98

response or acquired immunity would affect both pathogens equally. The coinfection rate (the rate at99

which an infected individual is infected with a second pathogen) was adjusted compared to the infection100

rate by a factor α. Birth rate (Λ) was set equal to the death rate (µ), meaning the population did not101

systematically increase or decrease. New born individuals entered the susceptible class. Infection and102

coinfection were assumed not to cause increased mortality as bats show no clinical signs of infection for103

a number of viruses [32,33].104

Population structure is present in bat populations as demonstrated by the existence of subspecies, mea-105

surements of genetic dissimilarity and behavioural studies [25,26,34]. Therefore assuming a fully-mixed106

population is an oversimplification. Consequently, the population was modelled as a metapopulation107

network with groups being nodes and dispersal between groups being indicated by edges (electronic sup-108

plementary material, figure S1). Individuals within a group interacted randomly so that the group was109
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fully mixed. Dispersal occurred at a rate ξ between groups connected by an edge in the network. The110

dispersal rate from a group y with degree ky to group x was ξ/ky. Note that this rate was not affected111

by the degree and size of group x and the total rate of dispersal was not affected by the degree of a112

group. We examined the full model using stochastic, continuous-time simulations, in R [35,36]. The full113

details of the model are given in electronic supplementary material S1.114

(b). Deterministic model. We examined a single-group, deterministic model to establish a baseline115

expectation for whether a newly evolved pathogen strain could invade into a population in the presence116

of an identical strain given the assumptions of our two-pathogen SIR model (for details see electronic117

supplementary material S2). If we first consider the endemic pathogen (Pathogen 1) we have a typical118

SIR model with vital dynamics [37] with equilibrium values S∗ = µ+γ
β and I∗1 = Λn

γ+µ − µ
β where β and119

γ are the transmission and recovery rates and n is the group size. When Pathogen 2 is introduced, its120

rate of change can be written as121

dI2
dt

= βS∗I2 + αβI∗1 I2 − (γ + µ)I2 (1)

which is greater than zero when α (ΛR0 − µ) I2 > 0 (with R0 = βN
γ+µ being the basic reproduction number122

and being equal for the two identical pathogens). As Λ = µ due to the assumption of a stable population123

size, ΛR0 − µ is greater than zero, Therefore, dI2
dt is greater than zero provided α is greater than zero.124

That is, provided cross-immunity is not complete, Pathogen 2 will invade in this deterministic model.125

This means that it is only stochastic extinction that would prevent a pathogen from invading into a126

population. Our more detailed simulations are therefore examining how effectively different population-127

level traits alleviate stochastic extinction or allow longer term persistence.128

(c). Parameter selection. While some fixed parameters were chosen to approximate those found in129

wild bat populations, others were chosen for modelling reasons. Assuming equal birth and death rates, Λ130

and µ, were both set to 0.05 per year giving a generation time of 20 years [27,28]. Setting birth and death131

rates equal gives a stochastically varying population size but given the length of the simulations groups132

were very unlikely to go extinct. Although it is difficult to directly estimate infection durations in wild133

bat populations [38], evidence suggests these can be on the scale of days [39] up to months or years [40–134

42]. Here we set the infection duration, 1
γ , to one year which is a long lasting, but non-chronic, infection.135

As estimating transmission rates is particularly difficult we used three values of the transmission rate, β:136

0.1, 0.2 and 0.3. These values were chosen as very high values of R0 were required so that a reasonable137

number of simulations experienced an invasion of Pathogen 2. The coinfection adjustment parameter,138

α, was set to 0.1. The deterministic model showed that α = 0 and α > 0 are qualitatively different139

with the number of individuals infected with Pathogen 2 being stable and increasing respectively. The140

case where Pathogen 2 does not invade and spread (α = 0) is not important for pathogen richness so we141

chose a small, non-zero value for α. The dispersal rate, ξ, was set to 0.01 which yields 17% of individuals142

dispersing in their lifetime. This relates to a species with juvenile dispersal of a proportion of males and143

very few females [28,43].144
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The effect of geographic range size on disease dynamics occurred through changes in the metapopula-145

tion network. Dispersal was only allowed to occur between two groups if they were connected nodes in146

the metapopulation network. The metapopulation network was created for each simulation by randomly147

placing groups in a square space which represented the geographic range of the species (electronic sup-148

plementary material, figure S1). Groups within a threshold distance of each other were connected in the149

metapopulation network. This meant that the metapopulation network was not necessarily connected150

(made up of a single connected component). To ensure connected metapopulation networks would have151

required repeatedly resampling the group locations until a connected metapopulation occurred. How-152

ever, this would have biased the mean degree, k̄. Therefore, it was considered preferential to keep the153

unconnected networks.154

(d). Experimental setup. A total of 4500 simulations were run. In each simulation, each group in155

the host population was seeded with 20 individuals infected with Pathogen 1. A ‘burn-in’ of 6 × 105
156

events was run to allow Pathogen 1 to spread and reach equilibrium. Plotting of preliminary simulations157

was used to determine that 6 × 105 events was enough to ensure equilibrium. After this burn-in, five158

host individuals infected with Pathogen 2 were added to one randomly selected group. The invasion and159

persistence of Pathogen 2 was considered successful if any individuals infected with Pathogen 2 remained160

at the end of the simulation. As simulations with many individuals and infection events had more events161

per unit time, the end of the simulation had to be defined in terms of time rather than the number162

of events. Simulations were run until 75 years had elapsed since the introduction of Pathogen 2. This163

value was chosen so that pathogens had to persist for multiple host generations in order to be considered164

persistent.165

Three sets of 1500 simulations were run in which three population parameters were varied: (i) ge-166

ographic range size (with corresponding change in host density), (ii) group size (with corresponding167

change in population size), and (iii) the number of groups (with corresponding change in population168

size). To allow comparisons between simulation sets, the parameter that was being varied in each set169

was assigned its default value multiplied by 0.25, 0.5, 1, 2 and 4. To examine whether host density had170

a stronger effect on pathogen invasion than population size, results from simulation set i were compared171

to those from sets ii and iii. To examine whether group size or the number of groups was the more172

important component of population size, results from simulation set ii were compared to those from iii.173

The spatial scale is arbitrary; only the ratio between the geographic range size and the threshold dis-174

tance for groups being connected in the metapopulation network had any effect on simulation outcomes.175

We parameterised the spatial scale by arbitrarily selecting a threshold distance of 100 km. . The default176

(10000 km2) and upper and lower bounds of the geographic range size (2500–40000 km2) were then se-177

lected to maximise the range of k̄ (electronic supplementary material, figure S2) while not having many178

simulations with networks that were unconnected. That is, we aimed for low host density populations179

to have relatively sparse population networks, while high host density populations had fully-connected180

metapopulation networks. This reflects the existence of both isolation-by-distance [43–45] and panmixia181

[29,46,47] in bat species. The default group size was 400 with a range of 100–1600 which is representative182

of many bat species [27]. The default number of groups was 20 with a range of 5–80. This minimum183
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value is close to the minimum possible for the population to still be considered a metapopulation, while184

the maximum value was constrained by computational costs.185

In the first set of simulations (i), host density was varied by keeping population size constant (N =186

8000, n = 400, m = 20) while varying geographic range size. The values of geographic range size used187

were 2500, 5000, 10000, 20000 and 40000 km2 which gave density values of 3.2, 1.6, 0.8, 0.4 and 0.2188

animals per km2. In the second set of simulations (ii), population size was varied by changing group size189

while the number of groups was kept constant. To keep host density constant, geographic range size was190

increased as population size increased. The values of group size used were 100, 200, 400, 800 and 1600191

while geographic range size was set to 2500, 5000, 10000, 20000 and 40000 km2. This gave population192

sizes of 2000, 4000, 8000, 16000 and 32000 while host density remained at 0.8 hosts per km2. In the193

third set of simulations (iii), population size was varied by changing the number of groups while group194

size was kept constant. Again, to keep host density constant, geographic range size was increased as195

population size increased. The numbers of groups used were 5, 10, 20, 40 and 80 while geographic range196

size was set to 2500, 5000, 10000, 20000 and 40000 km2. Again, this gave population sizes of 2000, 4000,197

8000, 16000 and 32000 while host density remained at 0.8 hosts per km2.198

(e). Statistical analysis. For each set of simulations, we fitted binomial GLMs in R [35] with the199

proportion of invasions of Pathogen 2 as the response variable. To enable comparison between GLMs we200

divided the explanatory variables by their default values and log2 transformed. The explanatory variables201

for all three sets of simulations therefore became evenly spaced between -2 and 2. To investigate whether202

an increase in host population size created a stronger increase in probability of pathogen invasion than203

an equal increase in host density we compared the size (and 95% confidence intervals) of the regression204

coefficients of host density (i) to group size (ii) and number of groups (iii). To examine whether an205

increase in group size creates a stronger increase in invasion probability than a proportionally equal206

increase in number of groups we compared regression coefficients of group size (ii) to number of groups207

(iii).208

3. Results209

(a). Population size and host density. The estimated GLM coefficients were always larger for sim-210

ulations where population size was varied (sets ii and iii) than when host density (set i) was varied211

(table 1, electronic supplementary material figure S3). Increasing population size, either by increasing212

group size or number of groups, increased the probability of invasion (figure 2). The positive relationship213

between group size and invasion was strong and significant at all transmission rates, while the rela-214

tionship between number of groups and invasion was weaker but still significant. In contrast, varying215

host density did not significantly alter invasion probability except for when β = 0.3 where there was a216

significant decrease in invasion probability with increased host density (GLM: coefficient = −0.33, p =217

0.04). The 95% confidence intervals for the coefficients of group size did not overlap with those for the218

coefficients of host density at any value of β while the 95% confidence intervals for coefficients of number219

of groups only overlapped with those for host density at β = 0.2.220
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Figure 2. Comparison of the effect of population-

level traits on probability of invasion. Population-

level traits are group size (green lines, squares),

number of groups (blue lines, circles) and host den-

sity (yellow lines, triangles). The x-axis shows the

change (×0.25, 0.5, 1, 2 and 4) in each of these

traits relative to the default value. Default values

are: number of groups = 20, group size = 400 and

host density = 0.8 animals per km2. Each point is

the mean of 100 simulations and bars are 95% confi-

dence intervals. Each curve was obtained by fitting a

binomial GLM. Relationships are shown separately

for each transmission value, β.

(b). Group size and number of groups. In all cases, the estimated GLM coefficients were larger221

for simulations where group size was varied (set ii) than when the number of groups (set iii) was varied222

(table 1, electronic supplementary material figures S3 and S4). Increasing either group size or the number223

of groups increased the probability of invasion but this effect was stronger for group size (figure 2). The224

95% confidence intervals of regression coefficients for group size did not overlap with those for number of225

groups for the simulations with β = 0.2 or 0.3 but the confidence intervals did overlap for the simulations226

when β = 0.1.227
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Table 1. Regression results comparing effects of group size, number of groups and host

density. Estimated regression coefficients and their 95% confidence intervals are from binomial

GLM regressions with the proportion of invasions as the response variable and all explanatory

variables being standardised by dividing by the default parameter value and applying a log2

transform. Group size and number of groups were varied while keeping density equal while

density was varied by changing geographic range size while keeping population size equal.

Results are given for three transmission (β) values.

β Variable Coefficient (95% CI ) p

0.1 Group size 1.24 (0.94, 1.59) < 10−4

Number of groups 1.03 (0.43, 1.87) 3.71 × 10−3

Density 0.00 (−0.41, 0.41) 1.00

0.2 Group size 2.06 (1.71, 2.47) < 10−4

Number of groups 0.73 (0.32, 1.24) 1.54 × 10−3

Density 0.13 (−0.28, 0.55) 0.54

0.3 Group size 2.69 (2.23, 3.22) < 10−4

Number of groups 0.68 (0.42, 0.98) < 10−4

Density −0.33 (−0.66, −0.03) 0.04

4. Discussion228

Overall, our results suggest that population size strongly promotes pathogen richness. In contrast, host229

density was found to weakly promote pathogen richness if at all. This is in agreement with theoretical230

arguments that population size is the more natural description of populations [15] but is in contrast to231

the many comparative studies that find host density to be a significant predictor of pathogen richness232

[6,8,9]. This suggests that in these comparative studies, host density is acting as a proxy for population233

size rather than being a causal factor. Alternatively, the local measurements of host density could be234

indicative of some other trait such as maximum host density, rather than global density. Our results also235

suggest that a population made up of large groups would have higher pathogen richness than a population236

made up of many smaller groups. Comparative studies examining group size have had conflicting results237

[9,10,12,13] with a meta-analysis finding a non-significant relationship between group size and pathogen238

richness [14]. The largest study specifically on bats found a negative relationship between group size and239

pathogen richness [13]. Therefore while our results regarding group size are potentially in conflict with240

the empirical literature, more definitive empirical studies are needed. This conflict may also indicate a241

difference between pathogen richness accumulation (the focus of this study) and total pathogen richness.242

Our results also suggest that host geographic range size does not promote pathogen richness, yet a243

number of studies have found evidence of this relationship [6,9]. In studies that do not also include244

population size or host density, geographic range size may be acting as a proxy for population size.245
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Alternatively this empirical association may be because in wild species, increased host geographic size246

tends to entail a greater variety of environmental conditions and a greater number of sympatric species247

which is known to also affect pathogen richness [48] and these factors are not considered in this study.248

Finally, we found an unexpected negative association between density and invasion probability at β = 0.3.249

Due to the small size of the estimated coefficient, the marginal p-value and the lack of a consistent250

relationship at other β values, we suspect that this is not a real effect but merely due to chance. However,251

given that in our study, increased density affects disease dynamics by decreasing population structure, this252

negative relationship does fit with studies that suggest that population structure should allow pathogen253

coexistence [10,11,23].254

Many comparative studies measure population-level traits, yet it is rarely considered how these might255

be causally related (though statistical correlations between explanatory variables are often handled ap-256

propriately). For example, host density is often used in studies [8,9,49], yet host density is directly257

associated with population size. Our results suggest that despite the association between these two258

traits, they are not equivalent. These causal relationships between population-level traits should be259

considered more carefully in future comparative studies. Researchers could include of an interaction260

term between geographic range size and host density to test for the importance of population size, for261

example.262

This study was limited to one mechanism by which pathogen richness can be increased; the invasion263

and persistence of a newly evolved pathogen [50]. However, other processes such as pathogen extinction264

are also likely to be important [50]. We also restricted ourselves to the context of competition between265

two pathogens in a social host species. As the model was of a directly transmitted pathogen there is266

no transmission between individuals in separate groups. Infection via shared food sources or contact267

between individuals from different groups (e.g., during swarming [28]) would act to reduce population268

structure and therefore host density might become more important. However, further modelling would269

be required to demonstrate this while only empirical studies would be able to indicate the true relative270

importance of these different transmission routes in wild populations.271

It is clear that many species are suffering strong population changes due to global change [17]. These272

changes might affect geographic range size [17], population size [18], population connectivity [51,52] or273

group size [53,54] to different degrees. The monitoring of these different aspects of population change,274

especially in bats, can often be difficult and may require further developments in monitoring to be275

effective, for example developing methods that use data from acoustic detectors [55–57]. Our results276

suggest that pathogen communities will respond differently depending on which traits are most strongly277

affected by global change. In short, species suffering reductions in groups size [53,54] are predicted to278

experience a decrease in pathogen richness in the long term and there is some evidence that this process279

is occurring [10,58]. Species that are experiencing an increase in group size [53] would be expected to280

gain new pathogen species and therefore pose a greater risk of being the source of a zoonotic disease. In281

contrast, species suffering a reduction in geographic range size [17] or a decrease in population size [18],282

without a corresponding decrease in group size, are expected to experience smaller changes in pathogen283
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richness. Only by examining the mechanisms that control pathogen richness can we understand and284

predict these changes.285
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