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1 Abstract

Bayesian multiple regression methods are widely used in whole-genome analyses to solve
the problem that the number p of marker covariates is usually larger than the number n of
observations. Inferences from most Bayesian methods are based on Markov chain Monte Carlo
methods, where statistics are computed from a Markov chain constructed to have a stationary
distribution equal to the posterior distribution of the unknown parameters. In practice, chains
of about fifty thousand steps are typically used in whole-genome Bayesian regression analyses,
which is computationally intensive. In this paper, we have shown how the sampling of marker
effects can be made independent within each step of the chain. This is done by augmenting
the marker covariate matrix by adding p new rows to it such that columns of the augmented
marker covariate matrix are orthogonal. The phenotypes corresponding to the augmented
rows of marker covariate matrix are considered missing. Ideally, the computations at each
step of the MCMC chain, can be speeded up by the number k& of computer processors up
to the number p of markers. Addressing the heavy computational burden associated with
Bayesian methods by parallel computing will lead to greater use of these methods.

2 Introduction

Genome-wide single nucleotide polymorphism (SNP) marker data have been adopted for whole
genome analyses, including genomic prediction [9] and genome-wide association studies [13].
In whole-genome analyses, the number p of marker covariates is usually larger than the num-
ber n of observations. Bayesian multiple regression methods are widely used to address this
problem, where the effects of all markers are estimated simultaneously combining the informa-
tion from the phenotypic data and priors for the marker effects. Most widely-used Bayesian
regression methods only differ in the prior used for the marker effects. For example, the prior
for each marker effect in BayesA [9] follows a scaled t distribution, whereas several other
Bayesian regression methods accommodate models where the prior for each marker effect
follows a mixture distribution, such as BayesB [9], BayesC |7] and BayesR |2, 10].

In these Bayesian regression analyses, closed-form expressions for the posterior distribution
of parameters of interest, e.g., marker effects, are usually not available. Thus inferences from
most Bayesian methods are based on Markov chain Monte Carlo (MCMC) methods, where
statistics are computed from a Markov chain constructed to have a stationary distribution
equal to the posterior distribution of the unknown parameters. Suppose x is a stochastic
vector of unknown parameters of interest. A Markov chain x1, X2, X3, ... is a sequence of x,
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where the distribution of x; at step ¢ conditional on all the previous steps only depends on
the distribution of x;_1 at step t — 1. It has been shown that statistics computed from such a
Markov chain converge to those from the stationary distribution as the chain length increases
[11]. In practice, chains of about fifty thousand steps are typically used in whole-genome
Bayesian regression analyses [4]. Note that the vector x has length p or a multiple of it if
auxiliary variables such as marker effect variances are introduced to the analysis as in BayesA
or BayesB.

A widely used method to construct such a Markov chain is Gibbs sampling. In Gibbs
sampling, at step ¢, each component of the vector x; is sampled from the conditional distri-
bution of that component given all the other components sampled up to that point [12]. In a
fast and efficient Gibbs sampler proposed for BayesB [1], for example, within each step, each
variable in the vector x is sampled conditional on all the other variables. This includes, for
each marker i, its effect, the effect variance and a Bernoulli variable indicating whether the
effect is zero or non-zero, as well as the intercept and the residual variance. This is an example
of a single-site Gibbs sampler where each variable is sampled at one time conditional on the
current values of all other variables. In summary, whole-genome Bayesian multiple regression
analyses require constructing Markov chains of length about fifty thousand. Within each step
of the chain, Gibbs sampling requires sampling at least p unknowns. This makes Bayesian
multiple regression analyses computationally intensive.

Parallel computing has been proposed to address this problem [14]. Parallel computing
refers to the use of multiple processors to perform computations in parallel. It is often sug-
gested that a large number of shorter chains can be constructed in parallel and combine the
statistics computed from these chains. However, the Ergodic theorem of Markov chain theory
states that statistics computed from an increasingly long chain, rather than an increasing
number of short chains, converge to those from the stationary distribution [11]. Thus, com-
bining several chains will reduce the Monte Carlo variance of the computed quantities, but
this may not yield statistics from the stationary distribution. The problem with this approach
is that a Markov chain is a sequential process, and thus it can not broken into several indepen-
dent processes. However, a valid approach is to use Independent Metropolis-Hastings (IMH)
sampling [12], where a large number of candidate samples x; are obtained independently using
parallel computing. Then these candidate samples are accepted or rejected sequentially using
the Metropolis-Hastings algorithm to construct a single long chain [8].

Another approach is to parallelize the Gibbs sampling for each marker within each step
of the chain. In single-site Gibbs sampler, however, sampling of each variable is from the full
conditional distribution, which is conditional distribution of the variable given the current
values of all other variables. Thus, parallel Gibbs sampling would not be feasible unless the
full conditional distributions do not depend on the values of the variables being conditioned
on, i.e., unless the full-conditionals are independent. In this paper, we will show how the full
conditional distributions of the marker effects can be made independent within each step of
the chain. This is done by augmenting the marker covariate matrix by adding p new rows
to it such that columns of the augmented marker covariate matrix are orthogonal [6]. The
phenotypes corresponding to the augmented rows of marker covariate matrix are considered
missing [6].

The computations for obtaining samples of the marker effects involves vector additions and
dot products of length n. Parallel computing can also be used to speed up these computations,
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where vectors are split up and additions or products are done in parallel on multiple processors
[5]. This approach can be used within each parallel Gibbs sampling,.

The objective of this paper is to show how the parallel Gibbs sampling approach using an
augmented marker covariate matrix can be used in Bayesian multiple regression methods with
the BayesC prior. Use of this approach with other priors, such as those in BayesA, BayesB
or Bayesian Lasso, should be straightforward.

3 Methods

3.1 Model

In Bayesian regression, phenotypes of are often modeled as
y=1up+Xa+e,

where y is the vector of n phenotypes, i is the overall mean, X is the n x p marker covariate
matrix (coded as 0, 1, 2), e is a vector of p random marker effects and e is a vector of n
random residuals. A flat prior is used for p. The prior for the residual e is e|o? ~ N(0,10?)
with (02 | Ve, 562) ~ Veng,je 2. The columns of X are usually centered. In BayesC, the prior
for the marker effect is a mixture of a point mass at zero and a univariate normal distribution
with null mean and a common locus variance o2 with (02 | va, S2) ~ vaS2X;2 7).

3.2 Parallel computing strategy using orthogonal data augmentation

3.2.1 Gibbs sampling for marker effects in BayesC

In Gibbs sampling for BayesC, the full conditional distribution of «;, the marker effect for
locus j, when «; is non-zero, can be written as

2
O¢

. 2
X?X] + %

2
O

(Oéj | ELSE) ~ N dj,

where ELSFE stands for all the other unknowns and y, X, is the jth column of X, and «; is
the solution to

2
T ¢\ ~ _ ~T
“ i #
_~T T T
=X;y—X; 1“_ZXij’O‘j" (1)
i'#i
In the Gibbs sampling, the sample for each marker, o, can not be obtained simulta-
neously in parallel, because samples for other marker effects, oyt 4, appear in the term
>4 XJTX s on the right-hand-side of (1), i.e., the full conditional distributions of the
marker effects are not independent. One solution is to orthogonalize columns of the marker
covariate matrix X such that the term >_ . X?Xj/aj/ in (1) becomes zero. The data aug-

mentation approach that is described below was proposed by Ghosh et al. [6] to obtain a
design matrix with orthogonal columns.
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3.2.2 Orthogonal Data Augmentation (ODA)
Let W, = [1 X] be the design matrix for the BayesC analysis. Following Ghosh et al. [6],

we show here how to augment W, as W, = [go] such that
a

T _ T T WO —
W, W, =W W] [WJ =D,

where W, is a square matrix of dimension p and D is a diagonal matrix. Thus,

WIw, =D - WIw,, (2)

and W, can be obtained using Cholesky decomposition (or Eigen decomposition) from (2).
The choice of D is Id, where d is set to be the largest eigenvalue of W2 W, [6]. In practice,
a small value, e.g., 0.001, was added to d to avoid computationally unstable solutions [6].

3.2.3 BayesC model with ODA (BayesC-ODA)

Employing ODA, the Bayesian regression model can be written as

5= e e o

where y denotes a vector of unobserved phenotypes that are introduced into the model,
[,2] ~ N (0,Ic?) and J, X are obtained using (2) with W, = {j )Aq W, =[1 X].

In BayesC-ODA, the full conditional distribution of e under model (3), which was derived
in the Appendix, can be written as

xXT XTI+
o2 ’ o2 ’
d+%  d+%

O

(aj | ELSE) ~ N

where the mean and variance parameters are free of the values of the other marker effects
e Thus the full conditional distribution of the marker effects are independent, and thus,
samples for each marker can be obtained simultaneously in parallel. At each step of the

MCMC chain, the “missing” phenotypes y are sampled from
(¥ | ELSE) ~ N (ju +Xa, Iag) . (5)

The derivation of the full conditional distributions of other parameters of interest are shown
in the Appendix.

3.2.4 Simulated data

Simulated genotypic and phenotypic data were used to compare BayesC and BayesC-ODA.
The simulated genome consisted of 10 chromosomes each 5 ¢cM long and containing 50 evenly
spaced loci. Allele states were sampled from a Bernoulli distribution with frequency 0.5. A
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random sample of 25 loci were selected as QTL, and their effects were sampled from a univari-
ate normal distribution with mean zero and variance one. Starting from a base population
of 100 males and 100 females, random mating was simulated for 100 generations to generate
linkage disequilibrium. In generation 101, the population size was increased to 3000 males
and 3000 females, and random mating was continued for four more generations. The QTL
effects were scaled such that the genetic variance for a randomly sampled individual from gen-
eration 105 was 1.0. Phenotypes were simulated by adding independent residuals that were
sampled from a normal distribution with null mean and variance one to the genetic values.
To investigate the performance of BayesC-ODA with n < p or n > p, 100 or 5000 individuals
were used for training. A population of 1000 individuals was used for testing. In the testing
population, estimated breeding values were calculated using BayesC and BayesC-ODA. Corre-
lation between estimated breeding values or estimated marker effects from BayesC-ODA and
BayesC was investigated for a chain of length 5,000,000 to study: 1) whether BayesC-ODA
provided identical estimated marker effects and breeding values as BayesC; 2) the convergence
of BayesC-ODA.

The true genetic variance and residual variance were used to calculate the scale parameters
of the inverse-chisquare priors of the residual variance and marker effect variance [3].

4 Results

The correlation between estimated breeding values for the testing population from BayesC and
BayesC-ODA by chain length was investigated. In the scenario where n < p, this correlation
was larger than 0.99 when the chain was longer than 9,000 and became larger than 0.999 as
the chain grew longer than 75,000. In the scenario where n > p, this correlation was larger
than 0.99 when the chain was longer than 1,000 and became 0.999 as the chain grew longer
than 18,000.

The correlation between posterior mean of marker effects from BayesC and BayesC-ODA
as the chain length increases was investigated. In the scenario where n < p, this correlation
was larger than 0.99 when the chain was longer than 37,000 and became larger than 0.999 as
the chain grew longer than 439,000. In the scenario where n > p, this correlation was larger
than 0.99 when the chain was longer than 649,000 and became about 0.999 as the chain length
reached 5,000,000.

5 Discussion

Whole-genome Bayesian multiple regression methods are usually computationally intensive,
where a MCMC chain of about fifty thousand steps is typically used for inference. In this
paper, a strategy to parallelize Gibbs sampling for each marker within each step of the MCMC
chain was proposed. This parallelization is accomplished by using an orthogonal data aug-
mentation strategy, where the marker covariate matrix is augmented by adding p new rows
such that its columns are orthogonal [6]. Then, the full conditional distributions of marker
effects become independent within each step of the chain, and thus, samples of marker effects
within each step can be drawn in parallel. In this paper, the full conditional distributions that
are needed for BayesC with orthogonal data augmentation (BayesC-ODA) were derived and
the convergence of BayesC-ODA was studied. In analyses of the simulated data, BayesC-ODA
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provided virtually identical predictions of breeding values as BayesC when the chain length
was about 20,000 to 80,000, which is similar to the commonly used chain length of 50,000.
Some ideas for parallel implementation of BayesC-ODA are briefly discussed below with more
details in the appendix. The investigation of these ideas and parallel implementation of
Bayesian multiple regression with ODA will be undertaken in a separate study.

In Bayesian multiple regression methods such as BayesC, the most time consuming task
is sampling the marker effects from their full conditional distributions. In BayesC-ODA,
however, the marker effects within each step can be sampled in parallel, using (4). Ideally,
the computations at each step of the MCMC chain, can be speeded up by the number k of
processors up to the number p of markers. However, two extra computations are required in
BayesC-ODA. The first is sampling of the vector ¥ of unobserved phenotypes, which is required
in each MCMC step. Each element of y is sampled from an independent univariate normal
distribution with the variance equal to the current value of o2. The means of these normal
distributions can be computed in parallel as described in the appendix. Once the means are
computed, each element in y can be sampled in parallel. The second is the computation
of the augmented matrix W, as in (2), which is required only once at the beginning of the
MCMC chain. In (2), there are two computationally intensive tasks: 1) computation of X7 X,
where X is a n X p matrix; and 2) Cholesky decomposition of a positive definite matrix of
size p. Parallel computing approaches for the first of these two tasks is given in the appendix.
The computing time for the Cholesky decomposition in the second task is relatively short,
taking only a few minutes for p = 50,000 on a workstation, using one graphics processing
unit (GPU).

It is worth noting that two approaches are available to compute the right-hand-side of (1).
In the first approach, equation (29) in [5] is used, where number of operations is of order n. In
the second approach, equation (33) in [5] is used, where the number of operations is of order p.
In BayesC-ODA, the first approach is used. As can be seen from (1), the right-hand-side for
aj is XJTy + X?? , where X]Ty is constant, and only X?? needs to be computed at each step
of the MCMC chain, where the number of operations for this is always of order p regardless
of the size of n. However, when the first approach is used for multiple-trait BayesC analyses,
the size of the dataset that can be analyzed is limited by the requirement to store the entire
marker covariate matrix of size n x p in memory so that y —1p—> X;a; can be updated with
the current value of a;. So, as n grows, this approach will become infeasible. On the other
hand, in BayesC-ODA, only X of constant size p X p needs to be stored in memory regardless
of the size of n, which is required in (4) and (5). Thus, even when n grows, multiple-trait
analyses will only require storing a p X p matrix regardless of the number of traits and n.

We have shown here that the predictions of breeding values from BayesC-ODA converge
to those from BayesC but may require a chain of 80,000 steps as opposed to one of 50,000 for
BayesC. However, Gibbs sampling of marker effects within each step can be done in parallel
for BayesC-ODA, and this is expected to result in a considerable speedup for BayesC-ODA.
Further, as discussed above, multiple-trait analyses with BayesC-ODA only require storing the
p augmented rows of the covariate matrix regardless of the number of traits and observations.
Thus, when n is large, BayesC-ODA may provide an efficient approach for multiple-trait
Bayesian regression analyses.
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6 Appendix

In many modern programming languages, such as R, Python and Julia, libraries are available
to take advantage of multiple processors and GPUs for parallel computing of many matrix
or vector operations. The descriptions given below are only to illustrate the main principle
underlying parallel computing of splitting up calculations across processors. Actual imple-
mentations may be different and will depend on the programming language, the library and
the hardware used.

6.1 Parallel Computing of Ab

To sample the unobserved phenotypic values using (5), a matrix by vector product Xa is
needed. Here we describe how parallel computing can be used to compute the product of a
matrix A by a vector b.

1. Split A of size n X p by columns into smaller matrices A (1), A(2), A(3), .. .of size n X p;,
and split a into smaller vectors b(y), bea), b3y, ... of length p; with dpi=p

2. Compute Ab as A(l)b(l) + Aj(2)b(2) + Aj(3)b(3) + ..., where A(Z)b(z) fori=1,2,...

are computed on different processors and then summed to obtain Ab.

The same strategy can also be used to calculate XTy by splitting X by rows.

6.2 Parallel Computing of ATA

In (2), computation of X” X is needed. Here we describe how parallel computing can be used
to compute AT A, where A is a n X p matrix.

1. Split X of size n X p by rows into smaller matrices A ), A2y, A(3), .. .of size n; X p with
>on; =n.

2. Compute ATA = Z;?:l A%’;)

different processors and then summed to obtain AT A.

A(j), where AE)A(j) for j = 1,2,... are computed on

In addition to reducing the computing time, this approach can also address the limitation
that A may be too large to be stored on a single computing node by distributing the A;
across several nodes.
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6.3 Single-site Gibbs sampler for BayesC-ODA
6.3.1 full conditional distribution of the marker effect

Detailed derivation of the full conditional distributions of the marker effect for locus j in
BayesC is in Fernando and Garrick [3]. As shown in [3], the full conditional distribution of
a; in BayesC, when «; is non-zero, is

2
O¢

(a; | ELSE) ~ N | & , (6)

I 2
XTX. 4 %
j + o2

where ELSE stands for all the other unknowns and y, X, is the jth column of X, and «; is
the solution to

2
T %\ » T
<Xij+U;)aj:Xj y—lu—g Xy | . (7)
«

The full conditional distribution of ; in BayesC-ODA, which is shown below, can be obtained
1 X
from (6) and (7) by replacing y with [g], 1 with [j] and X with [5{] Note that columns

1 X
of the augmented covariate matrix [j 54 are orthogonal. Thus, (7) for BayesC-ODA can

be simplified as

o _ I~TT] |Y
<d+ > i = |X]X]| y]
XTy + XTy
o R L (8)
g
d+ %

Thus, the full conditional distribution of «; can be written as

XTy +XTy 42
(aj | ELSE) ~ N [ 21X 20Y %
d+75 d+ %

Detailed derivation of the full conditional distribution of the indicator variable d; indi-
cating if a; had a normal distribution (§; = 1) or if it is null (§; = 0) in BayesC is also in
Fernando and Garrick [3]. The full conditional distribution of ¢; in BayesC is

f1 (7‘] | Ua, e) Pr(6; =1)

Pr(9; =1[ ELSE) = fo(rj | o2) Pr(6; =0) + fi(r; | 02,02) Pr(6; = 1)

(9)
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where f; (rj | 02, 03) is a univariate normal with

2
E (7“1' | 03,03) =0,Var (n- \ Ui,ag) = (X;‘FX]) (72 + X]TXjag,
and fo (rj | 02, ag) is a univariate normal with
E (T‘i | 02) =0,Var (ri ] Ug) = X?Xjag,

and

=X |y —1u- ) Xyay
i'#i
The full conditional distribution of J; in BayesC-ODA, which is shown below, can be
1 X
obtained from (9) by replacing y with g}, 1 with [j] and X with [X] Thus, (9) for
BayesC-ODA can be simplified as

fi(rj| ok, 02) Pr(6; =1)
fo(rj | 02) Pr(d; =0)+ fi(rj | 02,0%) Pr(0; = 1)’

where fi (r; | 02,02) is a univariate normal with

E (n’ | 0(21, ag) =0,Var (n | 02, Ug) = dgai + daz,

Pr(s; =1| ELSE) =

and fo (rj | ag) is a univariate normal with
E(ri | 02) =0,Var (r; | 02) = do?

e

and

Ty = Xfy + X;y

6.3.2 full conditional distributions of the unobserved phenotypes

The full conditional distribution of y can be written as

f( | o,p0,0%y)=f(F|a,pol)
x N (j,u—l—f(a,Iag) .

6.3.3 full conditional distributions of other unknowns

2 2

The derivation of the full conditional distributions of other parameters such as u, o7, o7 are

straightforward. Thus they are presented as below without derivations.
17y + 37y aé ) _
d “d )’
(02 | ELSE) ~ (o + vaS2) X5 2, ;
(02 | ELSE) ~ (Y2oriYcorr + VaS2) Xtves

(MELSE)wN(

1 X;
where y,,,., = [;] — [j} =Dy [f(] } a;j and k is the number of markers in the model.
J


https://doi.org/10.1101/148965

bioRxiv preprint doi: https://doi.org/10.1101/148965; this version posted June 12, 2017. The copyright holder for this preprint (which was not
certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission.

References

[1] Hao Cheng, Long Qu, Dorian J Garrick, and Rohan L Fernando. A fast and efficient Gibbs
sampler for BayesB in whole-genome analyses. Genetics Selection Evolution, 47(1):1819,
October 2015.

[2] M Erbe, B J Hayes, L K Matukumalli, S Goswami, P J Bowman, C M Reich, B A Mason,
and M E Goddard. Improving accuracy of genomic predictions within and between dairy
cattle breeds with imputed high-density single nucleotide polymorphism panels. Journal
of Dairy Science, 95(7):4114-4129, July 2012.

[3] Rohan Fernando and Dorian Garrick. Genome-Wide Association Studies and Genomic
Prediction, chapter Bayesian Methods Applied to GWAS. Humana Press, New York,
NY, 2013.

[4] Rohan L Fernando, Hao Cheng, Bruce L Golden, and Dorian J Garrick. Computational
strategies for alternative single-step Bayesian regression models with large numbers of

genotyped and non-genotyped animals. Genetics Selection Evolution, 48(1):96, December
2016.

[5] Rohan L Fernando, Jack CM Dekkers, and Dorian J Garrick. A class of Bayesian methods
to combine large numbers of genotyped and non-genotyped animals for whole-genome
analyses. Genetics Selection Evolution, 46(1):50, 2014.

[6] Ghosh, Joyee and Clyde, Merlise A. Rao—Blackwellization for Bayesian Variable Selection
and Model Averaging in Linear and Binary Regression: A Novel Data Augmentation
Approach. Journal of the American Statistical Association, 106(495):1041-1052, January
2012.

[7] D. Habier, R. L. Fernando, K. Kizilkaya, and D.J. Garrick. Extension of the bayesian
alphabet for genomic selection. BMC' Bioinformatics, 12:186, 2011.

[8] P Jacob, C P Robert, and M H Smith. Using Parallel Computation to Improve Indepen-
dent Metropolis—Hastings Based Estimation. Journal of Computational and Graphical
Statistics, 20(3):616-635, January 2012.

[9] T. H. E. Meuwissen, B. J. Hayes, and M. E. Goddard. Prediction of total genetic value
using genome-wide dense marker maps. Genetics, 157:1819-1829, 2001.

[10] Gerhard Moser, Sang Hong Lee, Ben J Hayes, Michael E Goddard, Naomi R Wray,
and Peter M Visscher. Simultaneous Discovery, Estimation and Prediction Analysis of
Complex Traits Using a Bayesian Mixture Model. PLOS Genetics, 11(4):¢1004969, April
2015.

[11] J. R. Norris. Markov Chains. Cambridge series on statistical and probabilistic mathe-
matics. Cambridge University Press, New York, 1997.

[12] D. A. Sorensen and D. Gianola. Likelihood, Bayesian,and MCMC Methods in Quantitative
Genetics. Springer, 2002.

10


https://doi.org/10.1101/148965

bioRxiv preprint doi: https://doi.org/10.1101/148965; this version posted June 12, 2017. The copyright holder for this preprint (which was not
certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission.

[13] Peter M Visscher, Stuart Macgregor, Beben Benyamin, Gu Zhu, Scott Gordon, Sarah
Medland, William G Hill, Jouke-Jan Hottenga, Gonneke Willemsen, Dorret I Boomsma,
Yao-Zhong Liu, Hong-Wen Deng, Grant W Montgomery, and Nicholas G Martin. Genome
Partitioning of Genetic Variation for Height from 11,214 Sibling Pairs. The American
Journal of Human Genetics, 81(5):1104-1110, November 2007.

[14] Xiao-Lin Wu, Chuanyu Sun, Timothy M Beissinger, Guilherme JM Rosa, Kent A Weigel,
Natalia de Gatti, and Daniel Gianola. Parallel Markov chain Monte Carlo - bridging the
gap to high-performance Bayesian computation in animal breeding and genetics. Genetics
Selection Evolution, 44(1):29, 2012.

11


https://doi.org/10.1101/148965

