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13Abstract: Global warming caused by greenhouse gas emissions has become a major challenge facing 
14people all over the world. The study of regional human activities and their impacts on carbon 
15emissions is of great significance to achieve the ambitious goal of carbon neutrality and sustainable 
16economic development. Guizhou Province is a typical karst area in China, and its energy 
17consumption is mainly based on fossil fuels.Therefore, it is necessary to predict and analyze its 
18carbon emissions. In this paper, BP neural network and extreme learning machine (ELM) model, 
19which have the advantage of nonlinear processing, will be used to predict the carbon emissions of 
20Guizhou Province from 2020 to 2040. Based on the energy consumption data of Guizhou Province, 
21the carbon emissions of Guizhou Province are calculated by using the conversion method and the 
22inventory compilation method. The data show that the carbon emissions of Guizhou Province show 
23an "S" growth trend; In this paper, 12 influencing factors of carbon emissions are selected, and five 
24influencing factors with larger correlation are screened out by using grey correlation analysis 
25method, and the prediction model of carbon emissions in Guizhou Province is established and 
26simulated, and the prediction performance of BP neural network, ELM and WOA-ELM are 
27compared respectively. Compared with ELM model and BP neural network model, the prediction 
28accuracy of WOA-ELM model is higher; Finally, three development scenarios of carbon emissions 
29are set by scenario analysis, which are baseline scenario, high-speed scenario and low-carbon 
30scenario. On this basis, the size and time of peak carbon emissions in Liaoning Province from 2020 
31to 2040 are predicted based on WOA-ELM model. The results show that the peak value of carbon 
32dioxide in the low carbon scenario is up to 0.98 million tons 31294 in 2033, the peak value of carbon 
33emissions in the high speed scenario is up to 0.37 million tons 30251 in 2036, and the peak value of 
34carbon emissions in the baseline scenario is up to 0.61 million tons 26243 in 2038. Based on the peak 
35time and prediction results of carbon emissions under the three scenarios, the main factors 
36contributing to the reduction of carbon emissions in Guizhou Province are analyzed, and important 
37data basis is provided for energy conservation and emission reduction in Guizhou Province.

38Keywords: Neural Network; Extreme Learning Machine; Whale Optimization Algorithm;Carbon 
39Peak Prediction
40

411. Introduction
42In recent years, the problem of global warming has attracted the attention of all 

43countries in the world. A large number of greenhouse gas emissions are the main factors 
44causing climate warming. How to reduce greenhouse gas emissions to alleviate global 
45warming is a problem that people all over the world need to work together to solve. The 
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46United Nations Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment of 
47Climate Change Bulletin objectively stated that climate warming is mainly caused by the 
48burning of large amounts of fossil fuels in the process of human activities, and alleviating 
49global warming has become an unavoidable responsibility of all countries in the world. 
50The global average temperature rise caused by excessive CO2 emissions seriously 
51threatens the living space of human beings and the sustainable development of society.

52Global climate change is closely related to the sustainable development of all 
53countries in the world. In order to actively respond to global climate change, governments 
54have taken relevant measures. China has put forward the ambitious goal of "achieving 
55carbon peak by 2030 and achieving carbon neutrality by 2060". In order to better 
56implement this task, China has actively increased the research and development of new 
57energy-related technologies to reduce the proportion of fossil energy use, thereby 
58achieving a profound change in the energy consumption structure. In the aspect of 
59protecting the ecological environment, we should make full use of the ecological 
60environment resources such as water energy, wind energy and tidal energy, and carry out 
61"pollution reduction and carbon reduction" in all aspects of ecological and environmental 
62protection work. We should strengthen the guidance of typical demonstrations, fully 
63mobilize the enthusiasm of local governments, departments, industries and enterprises, 
64and jointly build a good working pattern.

65As a major Karst Areas in China, the energy consumption of Guizhou Province is 
66mainly coal, oil and other primary energy consumption. In recent years, the accelerated 
67development of urbanization and rapid economic growth have made its dependence on 
68traditional energy increasing, and the total energy consumption has been at a high level 
69for a long time. Under the dual impetus of urbanization and economic development, the 
70carbon emissions caused by the growth of energy consumption in Guizhou Province are 
71increasing year by year. As a major energy province, the effect of energy saving and 
72emission reduction is related to the overall situation of low-carbon economic development 
73in China. In the process of realizing the peak of carbon emissions in China in 2030, it is 
74particularly important to implement efficient emission reduction policies, so it is 
75necessary to study the impact mechanism of carbon emissions in depth, monitor the level 
76of carbon emissions with scientific and effective methods and predict them accurately. 
77Based on different neural network models, the carbon peak value of Guizhou Province is 
78predicted, which is of great significance for Guizhou Province to achieve the goal of 
79carbon emission reduction and the grand goal of "3060" in China(Figure 1).

80The existing research on carbon emissions is mostly focused on the national or 
81industry level, and there are few literatures on the regional level. In this paper, Guizhou 
82Province, a key karst region in southwest China, is taken as the research object. Firstly, the 
83total carbon emissions of Guizhou Province are calculated through the relevant data of 
84energy consumption in Guizhou Province, and the current situation of carbon emissions 
85in Guizhou Province is analyzed. Then, by reading relevant literature, the influencing 
86factors of carbon emissions in Guizhou Province are determined, and by using machine 
87learning technology, the influencing factors with high correlation are screened and the 
88future trend of carbon emissions is predicted. Finally, the future carbon emissions in 
89Guizhou Province are analyzed from the main factors affecting carbon emissions, the time 
90of carbon peak and the peak value of carbon emissions. Therefore, this paper is of great 
91significance to enrich the theoretical research on carbon emissions at the regional level.

92
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93
94Figure 1.Total primary energy demand by fuel in China

952. Literature review
96The national carbon emission reduction work needs to be jointly promoted by all 

97regions of the country, and regions with different levels of industrial development should 
98implement differentiated policies. As an important old industrial base in China, Guizhou's 
99traditional industries mainly use fossil energy as fuel, and its greenhouse gas emissions 
100have been at a high level for a long time, which poses a more severe challenge for Guizhou 
101to achieve carbon peak on schedule, so a more scientific and accurate calculation method 
102is particularly important. Predicting the level of carbon emissions in Guizhou Province is 
103of guiding significance for the implementation of energy conservation and emission 
104reduction in Guizhou Province.Based on the optimized neural network model, this paper 
105predicts and analyzes the peak carbon emissions in Guizhou Province in the next 20 years, 
106which can clarify the existing problems and gaps, and help Guizhou Province to formulate 
107the direction of energy development. 

1082.1. Research on influencing factors of carbon emission
109The When studying the influencing factors of carbon emissions,scholars pay more 

110attention to the contribution of different influencing factors to carbon emissions, and 
111mainly select economic indicators such as population, economy and energy intensity to 
112construct the index system of influencing factors of carbon emissions. Ang[1] analyzed 
113the change of carbon dioxide produced per unit of electricity in the world, and took the 
114import and export of each country, the fuel structure of power generation and emission 
115factors as the main factors affecting carbon emissions. The study revealed that the 
116improvement of power generation efficiency was the main reason for the reduction of CO2 
117emissions. Rustemoglu[2] studied the carbon dioxide levels of Brazil and Russia from 1992 
118to 2012, decomposed the factors affecting carbon emissions into employment, economy, 
119carbon emission intensity, and found that Brazil's carbon dioxide emissions were not 
120decoupled from its economic development. Russia's carbon dioxide emissions have been 
121greatly reduced with the increase of energy intensity. Lin[3] used the input-output 
122method to analyze the carbon emissions of the national food industry, and divided the 
123industrial carbon emissions into four main factors: pollution factor, total output, energy 
124intensity and energy structure. Roinioti[4] regards the development level of national 
125economy, energy consumption intensity, fuel consumption capacity and carbon emission 
126intensity as the main factors affecting carbon dioxide. Kim[5] decomposed the factors 
127affecting carbon emissions into production scale and production intensity, and made 
128corresponding research and analysis on the contribution of energy consumption growth 
129in various sub-industries. Roman[6] took Colombia as the research object, and used the 
130IDA-LMDI model to decompose the influencing factors of CO2 emissions into five aspects, 
131including energy intensity, wealth value, fossil fuel substitution and renewable energy 
132development, to explore the contribution level of CO2 increment.
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133Chinese scholars in the establishment of carbon emissions impact factors index 
134system, mostly from the perspective of energy structure, population growth, economic 
135and other factors. Liu Ying[7] and others take China's steel industry as the main research 
136object, and the results show that energy intensity has a greater impact on carbon emissions, 
137while the consumption structure has not played the expected role. Dewey [8] deeply 
138studied the influencing factors of carbon dioxide generated by indirect consumption in 
139daily life of Chinese residents, and found that the socio-economic level is the main driving 
140factor affecting the CO2 emissions of urban and rural residents, and the contribution of 
141urban and rural structure and the proportion of urban and rural consumption are 
142inversely related to CO2 emissions. Fu Jingyan[9] used regression analysis to study the 
143carbon emissions of thermal power industry in Guangdong Province, China. Liu Ting[10] 
144and others used the LMDI method to conclude that economic growth and carbon dioxide 
145levels change in the same direction, that is, the faster the economic growth, the more 
146obvious the effect of promoting carbon dioxide emissions, while the effective utilization 
147and conversion of energy can reduce the level of carbon dioxide emissions. Ma 
148Xiaoming[11] et al. Used the LMDI decomposition model to study the carbon emissions 
149of 30 provinces and cities in China from 2004 to 2014, and explored the contribution of the 
150factors affecting carbon emissions by dividing the time period with 2009 as the 
151demarcation point. The results showed that the growth of gross national product had the 
152greatest impact on the national carbon emissions, while the contribution of other factors 
153was weak. Wang Ying[12] and others selected energy intensity, economic development 
154and population size to study the influencing factors of carbon emissions. Bai Xiaoyong[13] 
155used high-resolution spatial data to put carbonate chemical weathering carbon sink, 
156silicate chemical weathering carbon sink, vegetation-soil ecosystem carbon sink and 
157energy carbon emissions on the spatial grid. Then a carbon neutral index model was 
158established to reveal the contribution of terrestrial ecosystem carbon sink to carbon 
159neutrality. Finally, the results of the study are compared with those of other countries 
160from the horizontal and vertical perspectives. This study provides a new research idea for 
161the measurement of carbon neutralization capacity, and provides an important reference 
162value and data basis for the systematic determination of global carbon neutralization 
163capacity.the model made by Bai Xiaoyong's team is highly recognized in the academic 
164circles.(Figure 2).

165
166Figure 2.The spatial pattern of digital elevation model 

1672.2. Domestic and foreign carbon emission prediction research
168Existing studies mainly predict the carbon emissions of different countries or a 

169certain industry through logistic regression model, STIRPAT model, scenario analysis and 
170other methods. Ouedraogo [14] uses the LEAP framework to model the analysis and 
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171projections of energy demand and associated emissions under alternative strategies in 
172Africa from 2010 to 2040. Lin [15] et al. Conducted a survey on China's manufacturing 
173industry based on the STIRPAT model, and found that macroeconomic growth factors 
174determine the carbon dioxide emissions of the industry, while the effects of fuel utilization 
175rate and urbanization rate have significant regional heterogeneity. Wang [16] et al. 
176Constructed STIRPAT model to study the influencing factors of carbon emissions in 
177Xinjiang from 1952 to 2012, and found that there were differences in the impact of various 
178factors on carbon emissions in different historical periods. Before 1978, the expansion of 
179population size was the main factor causing the increase of carbon emissions. From 1978 
180to 2000, economic growth and population size are the main driving factors for the rise of 
181carbon emissions, and after 2000, the main factors for the increase of carbon emissions are 
182economic development and fixed asset investment. Kachoee [17] and others used the 
183LEAP model to predict the carbon dioxide emissions of Iran's power sector in the next 30 
184years, and concluded that the level of economic growth is the main factor affecting carbon 
185dioxide emissions(Figure 3). Emodi[18] and others used the LEAP model to study climate 
186change in Australia's power sector, and found that reducing expenditure on 
187environmental protection and resource conservation would produce economic benefits.

188.
189Figure 3.Generation capacity in the BAU scenario until 2040

1902.3. Research on neural network model
191At present, neural network model has been widely used in different fields. The 

192representative neural network models are BP neural network, radial basis function 
193network, Hopfield model, GMDH network, adaptive resonance theory, Boltzmann 
194machine, CPN model and so on. Lapedes et al. First used neural networks for economic 
195forecasting in 1987. Wang Chunjuan[27] mainly applied neural network to the prediction 
196of typhoon, debris flow and geological subsidence. Fan Decheng[28] and others 
197established POS-BP neural network model to predict the total carbon emissions and 
198intensity of 30 provinces, municipalities and autonomous regions in China. Liu Ying 
199[29]compared the advantages of neural network and other traditional prediction methods, 
200used BP neural network model combined with terminal information collection system and 
201Web Service technology to design the intelligent system of urban road-occupying parking, 
202and proved the feasibility of the management system through actual data. Liu Xiaowei 
203[30] predicted the price of stock investment by combining neural network model with 
204principal component analysis and multiple linear regression. Huo Xiaolong [31] and 
205others studied the problem of gas outburst in tunnels, and used BP neural network to 
206predict it, and achieved good results, verifying that the predicted value and the real value 
207have good consistency. Tang Xiaocheng [32] used BP neural network to study the 
208prediction of air pollutant concentration. The original BP neural network was used to 
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209calculate the system error of all samples through successive iterations and batch 
210processing, which improved the execution efficiency.

211To sum up, in the research on the influencing factors of carbon emissions, scholars 
212mainly take population, economy, energy structure and other factors as the influencing 
213factors of carbon emissions to establish the carbon emission index system, and apply it to 
214the follow-up prediction research. In the study of carbon emissions forecasting, scholars 
215mainly use traditional econometric methods such as logistic regression model, STIRPAT 
216model, scenario analysis and so on. The neural network model has achieved good results 
217in economic forecasting. By reviewing the carbon emissions related literature at home and 
218abroad, it is found that most of the current research focuses on the national level or 
219industry level, and there are few studies on the use of machine learning algorithms to 
220predict the peak carbon emissions, and the neural network model used is relatively single. 
221The training of single neural network prediction model takes a long time and is easy to 
222fall into local optimum. Therefore, this paper combines neural network model with carbon 
223emissions research closely, and optimizes different algorithms to carry out the prediction 
224of carbon emissions in Guizhou Province.

225.

2263. Methods
227In this paper, the carbon emissions of Guizhou Province are calculated by the 

228inventory method based on the energy consumption data of Guizhou Province. Referring 
229to the relevant literature and combining with the actual development of Guizhou Province, 
23012 factors affecting the carbon emissions of Guizhou Province are selected to establish the 
231characteristic subset. By introducing the grey correlation analysis method, the indicators 
232with higher influence degree are selected and applied to the follow-up prediction research. 
233Finally, the carbon emissions from 2020 to 2040 in Guizhou Province are predicted under 
234three different development scenarios by establishing a prediction model based on WOA-
235ELM. 

2363.1. Calculation of Carbon Emissions in Guizhou Province
237Because there is no authoritative agency in China to directly provide the test data of 

238carbon dioxide emissions, this paper uses a compromise method to discount the emission 
239data of each year in different collected data and take the average value. The calculation of 
240carbon emissions and the collection of relevant data will vary depending on the subject of 
241the study . In view of the characteristics of carbon emissions in Guizhou Province and the 
242difficulty of data acquisition, this paper uses the method of estimating carbon emissions 
243proposed by the United Nations Intergovernmental Panel on Climate Change (IPCC) in 
2442006. The method is based on the gas emission inventory, and calculates the carbon 
245emission generated by energy consumption by multiplying the energy consumption data 
246by the energy carbon emission factor. The specific formula is as follows:.

247C02=σ𝑛
 1
Bi×Ci×Di（3.1）

248Where Bi represents the consumption of the i-th energy source, and n represents the 
249type of energy source. In this paper, n=9 represents coal, coke, crude oil, gasoline, kerosene, 
250diesel oil, natural gas and electricity in energy consumption. The conversion coefficient 
251and carbon emission coefficient of each energy standard coal in Guizhou Province are 
252shown in Table 1:

253Table 1. Standard Coal Conversion Coefficient and Energy Carbon Emission Coefficient

Conversion coefficient of standard coal and carbon emission coefficient of energy
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Energy Conversion coefficient of standard coal Ci Carbon emission factor Di

Coal 0.7143 1.9003

Coke 0.9714 2.8604

Crude oil 1.4286 3.0202

Gasoline 1.4714 2.9251

Kerosene 1.4714 3.0179

Diesel 1.4571 3.0959

Fuel oil 1.4286 3.1705

Natural gas 1.33 2.1622

Electricity 0.1229 2.2132

254This section may be divided by subheadings. It should provide a concise and precise 
255description of the experimental results, their interpretation, as well as the experimental 
256conclusions that can be drawn.

257Table 2.Carbon emission of Guizhou Province from 2000 to 2020 (converted value)

Year Total carbon emissions/10,000 tons Year Total carbon emissions/10,000 tons

2000 11800.5 2012 21062.6

2001 12126.2 2013 23644.6

2002 14365.3 2014 25676

2003 14713.3 2015 25458.8

2004 14857.5 2016 22446.9

2005 19037.3 2017 24327.4

2006 18245.7 2018 22986.3

2007 18411.2 2019 22080.7

2008 16954 2020 22237.1

2009 15587.9

2010 16789.4

2011 21733.7

258It can be seen from Table 2 that from 2000 to 2012, the total carbon emissions of 
259Guizhou Province were on the rise. From 2012 to 2016, the total carbon emissions in 
260Guizhou Province showed a downward trend, which is related to the construction of 
261ecological civilization in Guizhou Province during this period, and the practice of green 
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262mountains is Jinshan and Yinshan. In 2020, the total amount of carbon emissions in 
263Guizhou Province was 1.1 million tons 22237, about twice as much as in 2002. With the 
264development of social economy, the carbon emissions in Guizhou Province will show a 
265steady upward trend in the future.However, due to the inhibition of carbon emissions by 
266the implementation of policies such as the introduction of carbon emission reduction 
267policies, the establishment of carbon trading market and the increase of the proportion of 
268new energy applications in Guizhou Province, the growth rate of carbon emissions will 
269gradually decrease, and the development trend will slow down year by year.

2703.2. Selection of Influencing Factors of Carbon Emission in Guizhou Province
271By summarizing and synthesizing the relevant literature on the influencing factors 

272of carbon emissions, it is found that most scholars usually choose the influencing factors 
273of carbon emissions from the diversified perspectives of macro-economy, industrial 
274structure, energy consumption and scientific and technological development. According 
275to the actual social and economic development of Guizhou Province, this paper 
276comprehensively considers the scientific principle, systematic principle and authenticity 
277principle of index selection. Total population, urbanization rate, household consumption 
278level, per capita GDP, energy intensity, carbon emission intensity, foreign direct 
279investment, energy structure, the proportion of primary industry, the proportion of 
280secondary industry, the proportion of tertiary industry, total energy consumption, a total 
281of 12 factors are selected and qualitatively analyzed.

282(1) Total population. With the expansion of population size and the continuous 
283improvement of living standards, people's demand for food, clothing, shelter and living 
284environment in daily life will increase, which will drive the development of related 
285industries, and the energy demand will increase, which will lead to the increase of CO2 
286emissions.

287(2) Urbanization rate. Urbanization rate is used to reflect the progress of urbanization 
288in a country or region. The improvement of urbanization rate can drive the rise of 
289economic development level, thus promoting the process of local industrialization. The 
290further promotion of industrialization in Guizhou Province will inevitably generate a 
291large amount of energy demand. If we only pay attention to the development of 
292urbanization and ignore the resources and environment, it will inevitably lead to a large 
293amount of energy consumption and the vicious growth of carbon dioxide.

294(3) Residents' consumption level. Due to the rising consumption level of residents, 
295the pace of urban industrialization and rapid economic growth have been accelerated, but 
296the total carbon emissions have increased significantly due to the energy consumption.

297(4) GDP per capita. Generally speaking, per capita GDP reflects a country's economic 
298development and people's living standards, but at the same time, it can also express the 
299growth level of carbon emissions caused by the continuous expansion of economic 
300development and scale to a certain extent. Economic and social development can not be 
301separated from industrial development, and industrial development can not be separated 
302from energy power. The rapid development of global economy will inevitably lead to a 
303large amount of energy consumption, resulting in a large amount of carbon dioxide 
304emissions.

305(5) Energy intensity. The amount of energy consumed per unit of output reflects the 
306dependence of social and economic development on energy. Lower energy intensity 
307means lower energy use, higher energy efficiency, and increased output [46] .

308(6) Carbon emission intensity. Carbon emission intensity refers to the proportional 
309relationship between total carbon emissions and GDP, which shows the relationship 
310between social and economic development of a country or region and carbon emissions. 
311Generally speaking, the better the economic and social development, the higher the level 
312of industrial development, and the lower the carbon emission intensity [47] . With the 
313development of economy and the progress of science and technology, the intensity of 
314carbon emissions will gradually decrease.
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315(7) Foreign direct investment. Since the reform and opening up, the speed of 
316introducing and utilizing foreign direct investment in Guizhou Province has been 
317increasing. However, with the economic development, environmental problems have 
318become more severe. Considering the negative impact of foreign direct investment on 
319carbon emissions and other environmental problems in the region, it is very necessary to 
320study the impact of foreign direct investment on carbon emissions in Guizhou Province.

321(8) Energy structure. The proportion of coal consumption has an important impact 
322on total carbon emissions [49] . Set the proportion of coal energy consumption and fossil 
323energy consumption to represent the energy structure.

324(9) Proportion of primary industry. The primary industry is a production sector with 
325agriculture as its main object and nature as its direct object. The higher the proportion of 
326the primary industry, the lower the degree of industrial modernization in the region. In 
327the process of continuous economic development, the proportion of the primary industry 
328will gradually decrease in the proportion of the industrial structure.

329(10) Proportion of secondary industry. The secondary industry is represented by 
330industrial enterprises. There are many sub-industries with high energy consumption and 
331high pollution. Many links promote the increase of energy consumption, resulting in a 
332large amount of carbon dioxide emissions [50] . Selecting the proportion of secondary 
333industry can better show the level of industrial structure in Guizhou Province.

334(11) Proportion of tertiary industry. As an industrialized city, the proportion of 
335tertiary industry in Guizhou Province has gradually increased in recent years, and the 
336rational transformation of industrial structure will promote low-carbon technological 
337innovation and have a significant positive impact on reducing carbon emissions.

338(12) Total energy consumption. Energy is an important material basis for economic 
339development, and energy consumption plays a decisive role in economic growth. 
340Different energy structures have different degrees of environmental pollution [51] .

341The selected indicators are shown in Table 3.
342Table 3.Influencing Factors and Indicators of Carbon Emission in Guizhou Province
343

Indicator layer Unit

Total population  Ten thousand people

Urbanization rate %

Residents' consumption level yuan/person

GDP per capita yuan/person

Energy intensity Ton of standard coal/10,000 yuan

Carbon emission intensity Ton/10,000 yuan

Foreign direct investment  Ten thousand dollars

Energy structure %

Proportion of primary industry %

The proportion of the secondary industry %

Proportion of tertiary industry %

Total energy consumption Ten thousand tons of standard coal

344
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3454. Results
346The total carbon emissions of Guizhou Province from 2000 to 2020 are calculated as 

347the basic data, and the population, economy and energy data of Guizhou Province from 
3482000 to 2020 are selected to calculate the correlation between the total carbon emissions of 
349Guizhou Province and its influencing factors according to the above method. The data 
350used are from the Statistical Yearbook of Guizhou Province 2000-2020.

351In order to facilitate the subsequent modeling and data representation, the variable 
352names are redefined. X1, X2, X3, X4, X5, X6, X7, X8, X9, X10, X11 and X12 are used as 
353independent variables to represent 12 factors affecting carbon emissions in Guizhou 
354Province.The total carbon emission Y of Guizhou Province is set as the reference sequence, 
355and the 12 influencing factors are set as the comparison sequence. The original data is 
356normalized to eliminate the dimensional influence. Table 4 shows the results of data 
357normalization.

358Table 4.  Normalization results of indicator data
Year Y X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12

2000 0 0 0 0 0 1 0 1 0.65 0.04 0.65 0.09 0.04

2001 0.04 0.08 0.01 0.02 0.01 0.86 0.01 0.94 0.59 0.04 0.59 0.1 0.04

2002 0.08 0.16 0.03 0.03 0.03 0.7 0.03 0.93 0.59 0.03 0.59 0.2 0.03

2003 0.06 0.23 0.04 0.04 0.04 0.59 0.03 0.92 0.54 0 0.54 0.22 0

2004 0.09 0.28 0.05 0.06 0.05 0.55 0.02 0.66 0.55 0.02 0.55 0.27 0.02

2005 0.22 0.32 0.06 0.07 0.07 0.56 0.04 0.64 0.68 0.11 0.68 0.24 0.11

2006 0.17 0.36 0.07 0.09 0.09 0.5 0.06 0.4 0.58 0.11 0.58 0.34 0.11

2007 0.23 0.39 0.09 0.1 0.1 0.44 0.09 0.56 0.54 0.1 0.54 0.37 0.1

2008 0.31 0.41 0.1 0.1 0.13 0.41 0.15 0.8 0.57 0.15 0.57 0.37 0.15

2009 0.42 0.44 0.13 0.12 0.15 0.44 0.14 0.72 0.43 0.28 0.43 0.41 0.28

2010 0.55 0.45 0.55 0.16 0.21 0.34 0.08 0.82 0.56 0.31 0.56 0.35 0.31

2011 0.61 0.62 0.56 0.18 0.26 0.31 0.17 0.77 0.61 0.41 0.61 0.34 0.41

2012 0.59 0.72 0.57 0.23 0.33 0.27 0.28 0.59 0.65 0.52 0.65 0.31 0.52

2013 0.67 0.78 0.6 0.31 0.43 0.2 0.38 0.45 1 0.6 1 0 0.6

2014 0.73 0.87 0.61 0.36 0.48 0.19 0.51 0.33 0.78 0.69 0.78 0.23 0.69

2015 0.85 0.99 0.68 0.46 0.61 0.14 0.7 0.17 0.9 0.82 0.9 0.14 0.82

2016 0.94 1 0.76 0.58 0.75 0.1 0.83 0.11 0.94 0.94 0.94 0.12 0.94

2017 1 0.99 0.82 0.69 0.85 0.07 0.92 0 0.85 1 0.85 0.2 1

2018 0.96 0.95 0.85 0.78 0.94 0.01 1 0.31 0.82 0.87 0.82 0.23 0.87

2019 0.93 0.93 0.88 0.88 1 0 0.94 0.26 0.68 0.88 0.68 0.39 0.88

2020 0.87 0.86 0.91 0.95 1 0 0.14 0.13 0.4 0.87 0.4 0.63 0.87

359
360Calculate the difference between the maximum and minimum absolute values in the 

361matrix, set the resolution coefficient as 0.5 to obtain the correlation coefficient table, and 
362take the average value of the correlation coefficients of different sequences at each time to 
363obtain the correlation degree and sort them. The results are shown in Table 5.

364Table 5. Correlation Degree Ranking of Influencing Factors

Influencing factors Correlation degree X Incidence order

X1 0.8573 2
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X2 0.8534 3

X3 0.7589 5

X4 0.7953 4

X5 0.5046 12

X6 0.4870 11

X7 0.6907 6

X8 0.5060 10

X9 0.5166 9

X10 0.6632 8

X11 0.6968 7

X12 0.8801 1

365The closer the correlation degree is to 1, the stronger the correlation degree between 
366the influencing factors and carbon emissions in Guizhou Province is. It can be seen from 
367the above table that the top five correlation degrees are X12, X1, X2, X4 and X3. The 
368influencing factors they represent are total energy consumption, total population, 
369urbanization rate, per capita GDP and residents' consumption level. The correlation 
370degrees are all greater than 0.75, which are the main correlation factors. Secondly, the 
371correlation degree of X7, X11, X10, X9, X8 and X5 is between 0.5 and 0.7, which belongs to 
372the medium correlation degree. The correlation between energy intensity and carbon 
373emissions in Guizhou Province is low, and the correlation degree is 0. 487.

374collects the relevant data of energy consumption in Guizhou Province, calculates and 
375analyzes the carbon emissions in Guizhou Province from 2000 to 2020. The results show 
376that the total carbon emissions in Guizhou Province are closely related to the economic 
377development situation and relevant policies. Referring to the existing literature and 
378combining with the actual situation of Guizhou Province, this paper initially sets twelve 
379indicators, such as the total population, urbanization rate, consumption level of residents, 
380per capita GDP, as the influencing factors of carbon emissions in Guizhou Province, and 
381expounds the reasons for the selection in detail. It can be known that the total energy 
382consumption, the total population, the urbanization rate, the per capita GDP and the 
383residents' consumption level have a high correlation with the carbon emissions in 
384Guizhou Province, and the five factors with strong correlation can be used as the input 
385variables of the prediction model to improve the accuracy of predicting the carbon 
386emissions in Guizhou Province.

3875. the design of carbon emission prediction model and carbon peak prediction

3885.1. Design of prediction model
3895.1.1. Establishment of BP neural network model

390BP neural network is composed of input layer, hidden layer and output layer. In the 
391process of establishing BP neural network, the number of hidden layer nodes has a very 
392important impact on the fitting effect of the model. The current research does not define 
393how to set more accurate hidden layer nodes. Setting too many or too few hidden layer 
394nodes will affect the results of the data: too many hidden layers are prone to over-fitting, 
395resulting in increased training time, and too few hidden layer nodes will affect the 
396accuracy of the data fitting. The number of hidden layers needs to be determined 
397according to the characteristics of the data. In this paper, the number of hidden layer 
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398nodes [53] will be determined by trial and error. The specific settings of each level and 
399node are as follows:

400(1) Setting of model input layer and output layer
401The five factors selected in the third chapter are the main factors affecting the carbon 

402emissions of Guizhou Province, so these data are used as the input variables of the model, 
403that is, the nodes of the input layer, including the total population, urbanization rate, 
404household consumption level, per capita GDP, and total energy consumption. The 
405number of neurons in the output layer of the model is 1, that is, the carbon emission of 
406Guizhou Province.

407(2) Analysis of network structure parameters
4081) Selection of network layer number
409BP neural network is a multilayer neural network, and the selection of the number of 

410layers is very important for establishing a reasonable network model. Different number 
411of hidden layers will affect the final effect of model fitting. When the number of hidden 
412layers is increased, the network structure becomes complex, the prediction ability of the 
413model is improved, and the error is reduced, but the overfitting phenomenon is prone to 
414occur, and the training time is not ideal. Relatively, the number of hidden layers is reduced, 
415the network structure is simple, the prediction ability of the model will be reduced, the 
416accuracy will be reduced, the error will be increased, but the training speed is fast. Hornik 
417proved that the three-layer BP network structure can meet the fitting requirements of most 
418nonlinear systems, as long as the number of hidden layer nodes is set appropriately, it can 
419also help the network to fit most functions with high accuracy. Therefore, on the basis of 
420meeting the needs of training accuracy, this paper chooses a three-layer BP neural network 
421with only one hidden layer to predict the carbon emission data.

4222) Determination of activation function and other parameters
423The function of activation function is to introduce the nonlinear relationship into 

424neurons through mapping. In order to better represent the nonlinear relationship of the 
425function, it is necessary to select the appropriate type of activation function. The 
426hyperbolic tangent function is a common activation function, which maps the number 
427taking the value of (-∞, + ∞) into (-1,1), so that the variable is in the largest possible 
428threshold range, which can better preserve the nonlinear variation level of the function. 
429Therefore, the transfer function of the hidden layer node is chosen as the tangent S-type 
430transfer function tansig in this paper. The input and output values of the linear transfer 
431function purelin can take any value. In order to facilitate the comparison with the sample 
432value, purelin is selected as the output value returned by the output layer.Learning rate 
433refers to the change of information accumulation speed of BP neural network with time. 
434Different learning rate settings will affect the training time and training effect of the model. 
435The training speed of the model with a larger learning rate value will be relatively fast, 
436but there will be large fluctuations in the later period, resulting in the model can not 
437converge. When its value is small, although it can make the simulation results of the model 
438more accurate, it will greatly increase the training time. In general studies, the learning 
439rate γ is usually set between (0,1). In this paper, through continuous debugging and 
440comparison of the training effect in the training process, the learning rate γ = 0.1 is finally 
441selected. The accuracy of network training is required to be 0.001, and the maximum 
442number of training times is 500.

4433) Selection of the number of neurons in the hidden layer
444The number of neurons in the hidden layer affects the performance of the network. 

445The more the hidden layer nodes are, the more complex the model training is, and the 
446more time-consuming it is, and it may not be able to achieve function approximation 
447smoothly, resulting in a shock effect. If the number of neurons in the hidden layer is too 
448small, the training accuracy of the network may not meet the ideal requirements, resulting 
449in the failure of the experimental results. After defining the relevant network parameters 
450and activation functions, the approximate range is calculated by empirical formula, and 
451then the number of hidden layer neurons is determined by debugging single variable trial 
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452and error. According to the existing empirical formula, there are the following three 
453quantitative relationships:

454k=2m+1   （4.1）
455k=log2m    （4.2）
456k=m+n+a    （4.3）
457Where K is the number of nodes in the hidden layer, m is the number of nodes in the 

458input layer, n is the number of nodes in the output layer, and a is an arbitrary constant 
459between 1 and 10. This paper uses the empirical formula to calculate that the number of 
460nodes in the hidden layer can be selected between 4 and 13. After adjusting the parameter 
461settings for many times, combined with the overall level of the training results, as shown 
462in Table 6, the number of nodes in the hidden layer is set to 10. Finally, it is determined 
463that the number of neurons in the input layer of the BP neural network used in this paper 
464is 5, the number of nodes in the hidden layer is 10, the number of nodes in the input layer 
465is 1, the learning rate is 0.1, and the setting accuracy is 0.001. 

466Table 6 Model effect of different hidden layer node number

Implies the number of layer nodes Number of training sessions Mean absolute percent error

4 200 7.25

5 102 8.04

6 133 6.36

7 56 10.04

8 74 9.28

9 120 6.03

10 42 4.37

11 86 5.41

12 67 6.79

13 50 11.26

467

4685.1.2. Establishing Extreme Learning Machine Model
469The steps of the algorithm can be divided into:
470Step 1, firstly determining the number of neurons of a hidden layer, and randomly 

471generating a connection value between an input layer and the hidden layer and a neuron 
472bias bi of the hidden layer in a network model;

473Step 2, determining an activation function of the neurons of the hidden layer, and 
474calculating an output matrix H of the hidden layer by selecting an infinitely differentiable 
475function;

476Step 3: Finally calculate the output layer weight β ∗= H + T.
4775.1.3. Establishment of WOA-BP model

478BP algorithm is a common learning algorithm in various fields, but the existing 
479problems restrict its development. In the training process, the initial weights and 
480thresholds are randomly generated, so that the generalization ability can not be well 
481guaranteed, so WOA is used to optimize the initial parameters of BP neural network, so 
482as to obtain a more stable WOA-BP neural network.

483Steps of WOA optimizing BP neural network:
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4841, determine a BP neural network structure and initializing a weight value and a 
485threshold value;

4862, calculate that individual fitness of the whale, and taking a fitness function as an 
487optimized target function;

4883, set an algorithm stopping criterion, selecte different mechanisms, updating that 
489individual positions of the whale, and optimizing parameters; 4, fin out that optimal 
490whale position, and assigning the optimal weight value and the optimal threshold value 
491to the BP neural network;

492And step 5, training the optimized BP neural network and carrying out simulation 
493test, and comparing the prediction performance of the BP neural network before 
494optimization.
4955.1.4. Establishment of WOA-ELM model

496Based on the whale optimization algorithm and the structure of extreme learning 
497machine mentioned above, the WOA-ELM combination forecasting model is established. 
498In the WOA algorithm, the optimal position of the humpback whale is the optimized ELM 
499parameter value, and the WOA iteration is used to find the optimal wi and bi of the ELM, 
500which can improve the prediction accuracy of the model.

501(1) Initialize the ELM. The number of input neurons (set as 5), the number of hidden 
502layer neurons (set as 10), the activation function type G (set as Sigmoid function), the input 
503weight wi, and the hidden layer threshold bi.

504(2) Initialize the parameters of WOA. Set the population size N (set to 50) and the 
505maximum generation number Tmax (set to 500).

506(3) initializing the position vector of the individual whale, connecting the randomly 
507generated connection weight wi and nerve during the ELM training,

508The meta-bias bi is taken as the initial position vector of the individual whale.
509And (4) setting a fitness function (error rate in the ELM test), and calculating the 

510current individual fitness in the initialized population to obtain the optimal (best fitness) 
511whale individual.

512(5) After the p value is randomly generated (0,1), the updated formula (Graph) 
513(Graph) at different positions is determined by the values of A and p. When A (Graph) 
514(Graph) values are different, there are three corresponding update position formula 
515selections as follows: when A (Graph) (Graph)> 1, select to perform global random search; 
516When A (Graph) (Graph)< 1, the random variable p-value is combined to choose between 
517the shrinking enclosure and the spiraling strategy.

518And (6) judging whether the algorithm can reach a preset termination condition. 
519When the end condition of the algorithm is reached, the algorithm is terminated, and the 
520whale individual position vector with the best fitness value is output, that is, the optimal 
521weight and threshold of the ELM network are obtained. Otherwise, the number of 
522iterations is increased by one, and the step (5) is returned.

523And (7) inputting the finally obtained optimal parameters of the ELM network into 
524the WOA-ELM model to predict the carbon emission of Guizhou Province.

5255.2. Analysis and comparison of experimental results of prediction model
526Because there is no authoritative agency in China to directly provide the test data of 

527carbon dioxide emissions, this paper uses a compromise method to discount the emission 
528data of each year in different collected data and take the average value. The calculation of 
529carbon emissions and the collection of relevant data will vary depending on the subject of 
530the study . In view of the characteristics of carbon emissions in Guizhou Province and the 
531difficulty of data acquisition, this paper uses the method of estimating
5325.2.1. Prediction based on BP neural network model

533(1) Simulation settings
534The research data of this paper comes from the Statistical Yearbook of Guizhou 

535Province from 2000 to 2020, China Energy Statistics Yearbook and the website of the 
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536National Bureau of Statistics. Through the third chapter of the calculation of carbon 
537emissions data in Guizhou Province, for example, to verify the BP neural network 
538prediction model of carbon emissions in Guizhou Province, the fitting degree of the 
539evaluation model advantages and disadvantages.

540(2) Prediction results and analysis
541When dividing the training set and the test set, the relevant data from 2015 to 2020 

542are used as the training set data, and the remaining 6 groups are used as the test set data. 
543Because the carbon emissions are changing year by year, in order to improve the 
544prediction performance of the model, this paper predicts the carbon emissions year by 
545year, and adds the influencing factors and carbon emissions data of the new year 
546prediction to the training sample. Relative error and absolute error are used to analyze 
547the prediction effect of the prediction model. Table 4.2 shows the prediction error of the 
548test sample.

549Table 7. Prediction error of BP neural network prediction model

Year Actual value/10,000t Predicted value/10,000 tons Relative error (%) Absolute error/10,000 ton

2015 25458.8 22667.6 10.96 2791.2

2016 22446.9 22913.9 -2.08 -467

2017 24327.4 24815.2 -2.01 -487.8

2018 22986.3 22932.2 0.24 54.1

2019 22080.7 22457.6 -1.71 -376.9

2020 22237.1 21234.3 4.51 1002.8

550It can be seen from the carbon emission prediction curve in Table 7 that the change 
551rule of the predicted value of carbon emission in Guizhou Province is generally consistent 
552with the change rule of the real value, but the difference between the values is large, and 
553the prediction effect is not stable enough. Among them, the difference between the 
554predicted value and the real value in 2018, 2019 and 2020 is small, and the relative error is 
555below 2.5%, which can meet our expectations for the prediction accuracy. However, there 
556is a big difference between the predicted value and the real value in 2015, 2016 and 2017, 
557which does not achieve the expected prediction effect. The main reason is that the initial 
558weights and thresholds in BP neural network are determined randomly, and the 
559parameters are difficult to achieve a good fitting in the model training, resulting in large 
560fluctuations in the prediction results and unable to achieve a good prediction effect.

561

5625.2.2. Prediction based on extreme learning machine model
563The extreme learning machine model is used to predict the carbon emissions of 

564Guizhou Province, the data from 2000 to 2014 is used as the training set, the data from 
5652015 to 2020 is divided into the test set, the training sample method is the same as the BP 
566neural network structure, the relative error is reserved for two digits, the absolute error is 
567reserved for one digit, and the error comparison between the actual value and the 
568predicted value is obtained.

569Table 8. Prediction error of extreme learning machine prediction model

Year Actual value/10,000t Predicted value/10,000 tons Relative error (%) Absolute error/10,000 ton

2015 25458.8 25405.3 0.21 53.46348

2016 22446.9 22229.1 0.97 -217.73493

2017 24327.4 24030.6 1.22 -296.79428

2018 22986.3 22974.8 0.05 11.49315

.CC-BY 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted December 23, 2023. ; https://doi.org/10.1101/2023.12.21.572929doi: bioRxiv preprint 

https://doi.org/10.1101/2023.12.21.572929
http://creativecommons.org/licenses/by/4.0/


16 of 25

2019 22080.7 22071.8 0.04 -8.83228

2020 22237.1 22203.7 0.15 33.35565

570It can be seen from the prediction results in Table 8 that the model fits the carbon 
571emission of Guizhou Province well and can approximate the relationship between the 
572influencing factors and the carbon emission of Guizhou Province. However, the 
573prediction results are unstable. Although the predicted values of most years are close to 
574the actual values, the carbon emission obtained in 2017 is quite different from the actual 
575values. In the forecast results, the absolute error between the forecast value and the real 
576value in 2019 is 8.8, and the forecast value in this year is the closest to the actual carbon 
577emissions of Guizhou Province in 2019. The average relative error of the test set is 0.43%, 
578less than 5%. Compared with BP neural network, the prediction model of carbon 
579emissions in Guizhou Province based on extreme learning machine has higher accuracy 
580and stronger ability to approximate the nonlinear relationship of samples, but the setting 
581of random initialization value and β also affects the accuracy of the model to a certain 
582extent, which needs further optimization.

583

5845.2.3. Prediction based on WOA-BP model
585In this paper, the whale algorithm with global search ability is used to optimize the 

586initial weight threshold of BP neural network in order to improve the prediction accuracy 
587of BP neural network. The divided training set and test set are the same as the BP neural 
588network model.

589When setting the initial weights and thresholds of the neural network, a set of 
590randomly generated initial values will be selected because there is no relevant setting 
591principle. BP neural network can learn the mapping relationship between input and 
592output automatically, generate initial parameters randomly, and modify the weights and 
593thresholds of the network continuously through error back propagation, but the randomly 
594selected initial weights and thresholds are usually inversely proportional to the 
595convergence speed of neural network training, that is, the larger the value is, the slower 
596the convergence speed is, and then it takes a lot of time. In this case, the final training 
597results are easy to fall into local optimum, and it is difficult to obtain the ideal calculation 
598and prediction results. It can be seen from Table 9 that the relative error of BP neural 
599network after optimization is significantly reduced, which is not more than 1.5%, and the 
600fitting degree of carbon emissions in Guizhou Province is significantly higher than that 
601before optimization. The carbon emission prediction value in 2017 is the closest to the real 
602value, with a relative error of 0.16%, and the prediction results in other years are relatively 
603stable. The accuracy and stability of prediction using WOA-BP neural network have been 
604greatly improved.

605Table 9. Prediction error of WOA-BP prediction model

Year Actual value/10,000t
Predicted value/10,000 

tons
Relative error (%)

Absolute error/10,000 

ton

2015 25458.8 25260.2 0.78 198.57864

2016 22446.9 22170.8 1.23 -276.09687

2017 24327.4 24288.4 0.16 -38.92384

2018 22986.3 22834.5 0.66 151.70958

2019 22080.7 21928.3 0.69 -152.35683

2020 22237.1 22119.2 0.53 117.85663

606
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6075.2.4. Prediction based on WOA-ELM model
608The training samples selected in this section are the same as the extreme learning 

609machine model setting. The input variable and output variable data from 2000 to 2014 are 
610used as the training set, and the prediction year is from 2015 to 2020. The WOA-ELM 
611model is established.

612Table 10. Prediction error of WOA-ELM prediction model
613 

Year Actual value/10,000t
Predicted value/10,000 

tons
Relative error (%)

Absolute error/10,000 

ton

2015 25458.8 25458.8 0 0

2016 22446.9 22303.23984 0.64 143.66016

2017 24327.4 24215.49396 0.46 111.90604

2018 22986.3 22979.40411 0.03 6.89589

2019 22080.7 22078.49193 0.01 2.20807

2020 22237.1 22225.98145 0.05 11.11855

614The results show that after multiple training, the ELM model has a better fitting effect 
615on the carbon emissions of Guizhou Province from 2015 to 2020 after WOA optimization, 
616the error between the predicted value and the real value is between 0 and 0.05%, the 
617relative error and absolute error between the two are relatively small except for a few, and 
618the prediction accuracy is significantly higher than that of the ELM model. The 
619effectiveness of the WOA-optimized ELM scheme is verified.

6205.3. Comparison of prediction results
621In this paper, four prediction models were established to test the carbon emission 

622data of Guizhou Province. In order to facilitate the evaluation of the prediction 
623performance of the four models, three indicators of mean absolute error, mean absolute 
624percentage error and root mean square error were used for comparative analysis. The 
625mean absolute error can represent the actual prediction error. The root mean square error 
626represents the deviation between the observed value and the true value. 

627Table 11 Comparison of prediction accuracy of different models

Model category
BP neural 

network model
ELM model WOA-BP model WOA-ELM model

MAE 575.93 234.46 349.65 101.13

MAPE 1.08% 0.44% 0.63% 0.21%

RMSE 761.6 338.65 387.16 166.16

628
629It can be seen from the above table that the BP neural network is highly accurate in 

630predicting the carbon emission data of Guizhou Province by using the extreme learning 
631machine model. Compared with the ELM model, the BP neural network model is less 
632robust and random, and its convergence speed is slightly lower than the ELM model. 
633Among the four prediction models, the prediction model based on WOA-ELM has the 
634highest prediction accuracy. The prediction model based on extreme learning machine 
635takes the second place. The prediction effect of BP neural network model is the worst. 
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636From the above comparison test, it is easy to conclude that the prediction effect of WOA-
637ELM model is relatively better, and the prediction accuracy can reach the expected level, 
638which can be used to predict the peak carbon emissions of Guizhou Province in the 
639following text.

640
641

6426. Prediction of Carbon Peak in Guizhou Province

6436.1. Construction of carbon emission scenarios
644(1) Scenario settings
645Scenario analysis refers to the quantitative analysis of the past and present actual 

646situation, which integrates the factors affecting the future and makes qualitative 
647assumptions, so as to infer the possible future situations. It is not the purpose of scenario 
648construction to accurately predict the possibility of the future, but its greatest practical 
649value is to analyze the problem more comprehensively through different ideas. In the 
650process of using scenario analysis, there are two premises, one is to ensure that the impact 
651factors can be quantified, and the other is that the future indicators can be predicted.

652This chapter uses the scenario analysis method to set the impact factors of carbon 
653emissions under different development scenarios, so as to predict the level of carbon 
654emissions in Guizhou Province from 2020 to 2040 under various scenarios. The research 
655ideas are as follows: Firstly, three scenarios are set, namely, the baseline scenario, the high-
656speed scenario and the low-carbon scenario, corresponding to the indicators of medium 
657growth and high growth with positive regression coefficients. Then, according to the 
658strategic policy interpretation of economic development and energy development in 
659Guizhou Province, the current situation of economic and social development and the 
660development trend of energy structure in Guizhou Province are clarified, and the 
661parameters of total population, urbanization rate, residents'consumption level, total 
662energy consumption and per capita GDP in Guizhou Province in the future under 
663different development scenarios are set in combination with relevant policies and energy 
664target requirements. Finally, the evolution trend of carbon emissions in Guizhou Province 
665in the future is predicted. 

666Table 12. Profile Setting Description

Profile Total population Urbanization rate Residents' consumption level GDP per capita Total energy consumption

Baseline scenario Medium Medium Medium Medium Medium

High-speed scene High High High High High

Low-carbon scenarios Medium Medium High Medium Medium

667Benchmark scenario: The benchmark scenario is the continuation of the existing 
668economic development and energy development in Guizhou Province. According to the 
669current economic development model, each factor is set according to the most likely 
670situation. As a large industrial province, Guizhou Province has a very complete industrial 
671infrastructure construction, and its future will also be in the development mode of 
672industrial development for a long time. But at the same time, its economic structure and 
673industrial structure will continue to follow the call of the state for transformation and 
674upgrading. For the energy consumption structure, Guizhou Province, which is dominated 
675by industrial development, will still be dominated by fossil energy consumption, and with 
676the development of new energy technologies becoming more mature, the proportion of 
677fossil energy consumption will continue to decline.
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678High-speed scenario mode: In the high-speed scenario mode, the five variables of 
679total population, urbanization rate, per capita GDP, household consumption level and 
680total energy consumption all maintain rapid development and change. With the rapid 
681growth of population, the acceleration of urbanization, the rapid and vigorous 
682development of economy and society, the rapid development of new industries and the 
683dominant position of information industry, the use of new energy will be more widely 
684applied to various industries, and the efficiency of energy utilization will be significantly 
685improved.

686Low-carbon scenario: the four variables of total population, urbanization rate, per 
687capita GDP and total energy consumption develop at a lower rate than the baseline 
688scenario.

689(2) Scenario parameter settings
6901) Population setting: With the economic and social development, the total 

691population size will continue to expand in the short term, and in the long run, the 
692population growth rate will decline. The analysis of the change trend of the total 
693population of Guizhou Province shows that the population of Guizhou Province is 
694gradually decreasing from 2010 to 2020, and the natural growth rate of the population is 
695negative. By 2020, the population of Guizhou Province is 38.57 million, while the 
696Population Development Plan of Guizhou Province proposes that the permanent 
697population will reach 50 million by 2030, that is, the average annual growth rate is 0.44%. 
698According to the population development plan of Guizhou Province and the population 
699growth in recent years, this paper sets the annual change rate at 0. 7% in the baseline mode, 
7001% in the high-speed mode, and 0. 5% in the low-carbon mode.

7012) Setting of urbanization rate: With the continuous advancement of urbanization in 
702Guizhou Province, the urbanization rate has reached 50.26% in 2018, which is 2.58 times 
703of that in 1995. The average growth rate in the past five years is 1.12%, and the average 
704growth rate in the past ten years is 1.33%. By observing the changing trend of urbanization 
705in the economies of various countries in the world, the urbanization level of Britain and 
706the United States is in a relatively leading position in the process of global urbanization 
707construction, reaching about 80%, while that of other developed countries is about 70%. 
708Compared with the general level of urbanization construction in China, the urbanization 
709process in Guizhou Province is relatively fast. Combined with the experience of 
710developed countries, this paper sets the annual change rate at 1% under the benchmark 
711mode, 1.25% under the high-speed mode, and 1% under the high-speed mode. In the low-
712carbon mode, the annual rate of change is 0.7%.

7133) Setting of per capita GDP: The per capita GDP of Guizhou Province will continue 
714to grow from 2000 to 2020, with the per capita GDP reaching $330/person in 2000 and 
715$7000/person in 2020. In recent years, the development of infrastructure construction has 
716led to the rise of economic development level in Guizhou Province, and the growth rate 
717of per capita GDP has risen rapidly. In 2016, the per capita GDP of Guizhou Province 
718increased by a large margin. According to the 13th Five-Year Plan for National Economic 
719and Social Development of Guizhou Province, the average annual growth rate of regional 
720GDP has reached 6.6%, and the space for the decline of per capita GDP growth rate will 
721gradually shrink after the 13th Five-Year Plan. Therefore, this paper sets the annual 
722change rate at 6.5% under the benchmark mode, 7% under the high-speed mode, and 7% 
723under the high-speed mode. In the low-carbon mode, the annual rate of change is 6%.

7244) Residents' consumption level: From 2000 to 2020, the average annual growth rate 
725of residents' consumption level in Guizhou Province is 8.0%. According to the "13th Five-
726Year Plan" of Guizhou Province, it is clearly proposed to release residents' consumption 
727potential, create consumption demand and further enhance residents' consumption 
728capacity. Therefore, in the baseline mode, the annual change rate is 8%; in the high-speed 
729mode, the annual change rate is 9%;

7305) Total energy consumption: From 2000 to 2020, the total energy consumption of 
731Guizhou Province basically kept a slight increase. From 2002 to 2012, the total energy 
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732consumption showed a rapid upward trend. After 2012, the total energy consumption 
733level declined, from 23526 tons of standard coal/10,000 yuan in 2012 to 22321 tons of 
734standard coal/10,000 yuan in 2018. According to the requirements of energy saving and 
735emission reduction planning in the 13th Five-Year Plan of Guizhou Province, this paper 
736sets the annual change rate of-1. 5% in the baseline mode, -2% in the high-speed mode, 
737and -2. 5% in the low-carbon mode.

738Table 13. Parameter Settings for Different Scenarios

Influencing factors Profile Rate of change/%

Total population

 Baseline scenario

High-speed scene

Low-carbon 

scenarios

Baseline scenario

0.70
1.00

0.50

1.25

Urbanization rate  High-speed scene

Low-carbon 

scenarios

Baseline scenario

1.50
1.00

8.00

Residents' consumption 

level

 High-speed scene

Low-carbon 

scenarios

Baseline scenario

9.00
7.50

6.50

GDP per capita  High-speed scene

Low-carbon 

Baseline scenario

7.00
6.00

-1.50

Total energy consumption  High-speed scene

Low-carbon 

scenarios

-2.00
-2.50

739

7406.2. Prediction and Analysis of Carbon Peak in Guizhou Province
741The fitted WOA-ELM is used to predict the carbon emissions of Guizhou Province 

742from 2020 to 2040 under the three scenarios. The predicted results are shown in Table 14.
743

Profile Peak carbon 

emissions

(10,000 tons)

Peak year for 

carbon emissions

(Year)

Baseline 

scenario

26243.61 2038

High-speed 

scene

30251.37 2036

Low-carbon 

scenarios

21294.98 2033
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744It can be seen from Table 14 that due to the different change ranges of carbon 
745emissions affected by population, urbanization rate, resident consumption level, per 
746capita GDP and total energy consumption, the occurrence time and peak value of carbon 
747peak in Guizhou Province will change due to different parameter settings, and the total 
748carbon emissions will also change accordingly. In the baseline scenario, it is estimated that 
749the peak carbon emissions of Guizhou Province will reach 260 million tons in 2038; in the 
750high-speed scenario, the peak carbon emissions of Guizhou Province will reach 300 
751million tons in 2036; Under the low-carbon scenario, the carbon peak in Guizhou Province 
752will reach 210 million tons in 2033.By comparing the time and size of the peak carbon 
753emissions in the baseline scenario and the high-speed scenario, it is found that in the 
754baseline scenario, the peak carbon emissions in Guizhou Province will not be achieved in 
7552030 as scheduled, and will most likely be delayed to 2038. In the high-speed scenario, the 
756peak carbon emissions in Guizhou Province will occur two years earlier than in the 
757baseline scenario. By comparing the time and size of the peak carbon emissions under the 
758baseline scenario and the low-carbon scenario, it is found that the peak year under the 
759low-carbon scenario is earlier than that under the baseline scenario. Although it is three 
760years later than the peak target of China in 2030, the development status of Guizhou 
761Province is relatively backward compared with that of developed cities such as Beijing 
762and Shanghai, so it is acceptable. Its peak volume is 40 million tons lower than the baseline 
763scenario. Comparing the peak time and size of carbon emissions predicted by the low 
764carbon scenario and the high speed scenario, we can see that the peak time of carbon 
765emissions in the low carbon scenario is three years earlier than that in the high speed 
766scenario, and the peak volume is reduced by 50 million tons.It can be seen from the above 
767prediction results that Guizhou Province can not achieve the ambitious goal of carbon 
768peak in 2030 in the baseline scenario and the high-speed development scenario. In contrast, 
769the carbon peak time in the low-carbon scenario is earlier and the peak value is lower.

7707. Prediction of Carbon Peak in Guizhou Province

771Exploring the main factors affecting carbon emissions in Guizhou Province will play 
772an important role in promoting China's carbon peak and carbon neutralization. In 
773addition, the accuracy of predicting carbon emissions is of great significance for the 
774government to formulate relevant policies and innovate energy saving and emission 
775reduction science and technology. In this paper, firstly, the characteristic subset affecting 
776carbon emissions is constructed by referring to the existing literature and combining with 
777the actual situation of Guizhou Province; secondly, the appropriate input variables are 
778selected based on the grey correlation analysis method; thirdly, the BP neural network 
779and ELM model are established, and the WOA algorithm is used to optimize the BP neural 
780network and ELM model, and the performance of the prediction model is compared and 
781analyzed through simulation. Finally, three scenarios are set to predict the carbon 
782emissions of Guizhou Province from 2020 to 2040. Through the analysis, the following 
783conclusions are drawn:

784The results show that the total carbon emissions of Guizhou Province in 2020 will be. 
7851 million tons 22237, which is about twice the total carbon emissions of Guizhou Province 
786in 2000. With the development of social economy, the growth rate of total carbon 
787emissions in Guizhou Province will gradually decrease, and the overall trend is "S" curve. 
788Secondly, combined with the actual situation of Guizhou Province and previous studies, 
78912 influencing factors were selected.According to the degree of correlation, the population 
790and total energy consumption have a greater impact on carbon emissions in Guizhou 
791Province.At the same time, the total population, urbanization rate, residents' consumption 
792level, per capita GDP and total energy consumption were selected as the input variables 
793of the prediction model.
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794The BP neural network, ELM model, WOA-BP and WOA-ELM models were 
795established to predict the carbon emissions in Guizhou Province. Comparing the mean 
796absolute error, mean absolute percentage error and root mean square error of BP neural 
797network, ELM, WOA-BP and WOA-ELM prediction model, it is found that the accuracy 
798of WOA-ELM model is higher, its MAE is 101. The prediction accuracy of the model based 
799on extreme learning machine is the second, MAE is 224. 46, MAPE is 0. 43%, RMSE is 328. 
80062, and the prediction effect of BP neural network model is the worst. Three different 
801scenarios are constructed: baseline mode, high-speed mode and low-carbon mode. Using 
802the fitted model and inputting the set scenario parameters into the fitted model, the carbon 
803emissions of Guizhou Province in the next 20 years are carried out. The results show that 
804under the baseline model, the carbon peak of Guizhou Province will appear in 2038, and 
805the peak value will be 0.61 million tons 26243. Under the high-speed scenario, the peak 
806time of carbon in Guizhou Province appears in 2036, and the peak value is 0.27 million 
807tons 30251. Under the low-carbon scenario, the peak time of carbon in Guizhou Province 
808is 2033, and the peak value is 9800 tons 21294. In the baseline model, Guizhou Province 
809cannot achieve the peak target of China in 2030, and the low-carbon scenario is the closest 
810to the carbon peak target of the three scenarios, so it is necessary to intervene in the 
811external policies of Guizhou Province.

812According to the results of the above grey correlation analysis, it is found that the 
813population has an important impact on carbon emissions in Guizhou Province, which 
814must be paid attention to in the work of energy conservation and emission reduction in 
815Guizhou Province. Due to the increasing demand for energy in human daily life and 
816production activities, it will promote the increase of carbon emissions and have a 
817significant impact. Controlling the population of Guizhou Province and encouraging 
818citizens to choose green travel and energy-saving and environmentally friendly life will 
819have a far-reaching impact on changing the current situation of carbon emissions in 
820Guizhou Province. Therefore, the government should encourage people to save electricity, 
821do a good job in the disposal of waste household appliances, and increase investment in 
822research and development of energy-saving household appliances. Enrich urban public 
823transport, promote the construction of public transport facilities, and open more 
824convenient energy vehicle development.

825In the analysis of the differences in carbon emissions caused by the three 
826development modes in Guizhou Province under the scenario analysis method, it is found 
827that the low-carbon mode is the earliest to reach the highest level of carbon emissions, 
828followed by the high-speed mode, and the benchmark mode is the latest, and it can be 
829found that in the low-carbon development mode, when carbon dioxide emissions reach 
830the peak, the value is the smallest in the three modes. From the overall consideration, 
831population factors, economic development factors and energy consumption factors 
832influence each other, in order to reach the ideal time of carbon peak in Guizhou Province, 
833we should not only ensure the normal economic growth of Guizhou Province, but also 
834take some measures to control the increase of urbanization rate, reduce energy 
835consumption and optimize energy structure. In the energy consumption structure of 
836Guizhou Province, coal consumption accounts for a high proportion, and coal combustion 
837will increase carbon dioxide emissions. Therefore, Guizhou Province should reduce the 
838consumption of coal energy, increase the utilization and conversion rate of coal, increase 
839the investment in research and development of new energy, broaden the scope of 
840popularization of new energy, improve the construction of related supporting facilities, 
841and put the full use of new energy on the agenda. Focus on the development of water 
842conservancy and hydropower projects and photovoltaic projects, and increase the 
843proportion of clean energy such as hydropower in the use of electricity.

844
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