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Quantitative measurements produced by mass spectrometry proteomics
experiments offer a direct way to explore the role of proteins in molecular
mechanisms. However, analysis of such data is challenging due to the large
proportion of missing values. A common strategy to address this issue is to
utilize an imputed dataset, which often introduces systematic bias into down-
stream analyses if the imputation errors are ignored. In this paper, we propose
a statistical framework inspired by doubly robust estimators that offers valid
and efficient inference for proteomic data. Our framework combines pow-
erful machine learning tools, such as variational autoencoders, to augment
the imputation quality with high-dimensional peptide data, and a parametric
model to estimate the propensity score for debiasing imputed outcomes. Our
estimator is compatible with the double machine learning framework and has
provable properties. Simulation studies verify its empirical superiority over
other existing procedures. In application to both single-cell proteomic data
and bulk-cell Alzheimer’s Disease data our method utilizes the imputed data
to gain additional, meaningful discoveries and yet maintains good control of
false positives.

1. Introduction. Recently single-cell RNA sequencing technology has fueled a revolu-
tion in our ability to study biological processes. However, mRNA transcript abundances are
only a weakly correlated precursor to protein abundances (Vogel and Marcotte, 2012; Liu
et al., 2016; Tasaki et al., 2022). And it is the protein that carries out the more fundamental
roles of molecular mechanisms in cellular processes. Developments in mass spectrometry
proteomic technology have greatly enhanced the quantitative analysis of proteins related to
human health and disease. Nevertheless, such analyses often encounter challenges due to a
high rate of missingness, especially for single-cell data, resulting from various technologi-
cal factors (Vanderaa and Gatto, 2023). While missingness significantly impacts the validity
and efficiency of downstream tasks, the optimal method for handling missing data in pro-
teomics remains a subject of active debate, and is an area in need of novel methodological
advancements (Shen et al., 2022).

Currently, a major focus of discussion in the field is on the choice of imputation method
(Vanderaa and Gatto, 2023; Wei et al., 2018), which is used to infer peptide abundance, a
subunit of proteins. It is common practice that imputed values are directly plugged into the
original dataset, followed by downstream analyses as if the imputed values were the original
observed ones (“Plugin method”). With this method, the assumption is that the imputed data
accurately represents the original data. Therefore, the precision of the imputed result is cru-
cial for a valid downstream analysis. A substantial ongoing research effort is to search and
experiment with numerous imputation methods to determine the optimal one, including sam-
ple matching methods (Stuart and Satija, 2019), matrix factorization methods (Hastie et al.,
2015), deep learning methods (Yoon et al., 2018; Qiu et al., 2020; Du et al., 2022) and more
(Wang et al., 2016; Chen et al., 2017). See Harris et al. (2023); Välikangas et al. (2018); Liu
and Dongre (2021) for a comprehensive review.
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Most of the aforementioned methods rely on a high-dimensionality and robust intercorre-
lation structure of the measured peptides. Such characteristics of proteomic data provide a
solid foundation for various imputation algorithms; however, this approach may not be ideal
when the downstream analysis plan is based on the Plugin method. There are two reasons
for this. First, the aim of retrieving the original outcomes via imputation is not optimal in
some downstream analyses. Consider a linear model in which we regress each peptide abun-
dance in some low-dimensional covariates. In this context, the optimal choice for imputation
is the conditional mean abundance based on these covariates. When the Plugin method is
combined with high-dimensional imputation models, we are attempting to get closer to the
original outcome, rather than the conditional mean, which may introduce additional variance
into estimated regression coefficients. Second, when the full high-dimensional dataset is used
for imputation, a systematic bias can be introduced into the imputed data, causing false dis-
covery due to confounding. A recent paper by Agarwal et al. (2020) investigates this issue
using transcriptomic datasets. They show that if the dataset contains a number of differen-
tially expressed genes, a naive application of the Plugin method results in notably inflated
False Discovery Rates (FDR). This inflation does not occur when none of the genes are dif-
ferentially expressed, which indicates that the source of the FDR inflation is the cross-use of
high-dimensional data for imputation. More discussions on this can be found in Andrews and
Hemberg (2018); Ly and Vingron (2022). Similar post-imputation inference issues remain for
proteomic studies.

One approach that can circumvent these issues is to use only complete data for analysis
and simply ignore missingness (“Complete method"). This provides a simple and valid way
to prevent problems from imputation under certain missingness assumptions. However, it
discards any indirect information on missing outcomes and is especially vulnerable to low
power with small sample sizes. Multiple imputation (Rubin, 1987) is another possible ap-
proach, which provides a general framework for obtaining valid statistical inferences while
incorporating the imputation uncertainty. This technique avoids denoising and involves gen-
erating multiple complete datasets by filling in missing data with several plausible imputa-
tions. The resulting test statistic incorporates variances both within and between datasets to
compute the total variance. There have been some attempts to apply this framework to pro-
teomic data (Yin et al., 2016; Gianetto et al., 2020). Some noticeable challenges involved
in using this approach include its empirical conservativeness (Chion et al., 2022), computa-
tional burden (Brini and van den Heuvel, 2023), and the lack of a straightforward expression
for test statistics (Meng, 1994).

In this paper, we propose an alternative framework motivated by doubly robust estimation
(Scharfstein et al., 1999), a widely used procedure to estimate mean outcomes. Our purpose
is to establish a valid and efficient inference framework that is well-harmonized with high-
dimensional imputation models. Estimating mean outcomes is a significant area of research,
especially when certain outcomes are not observable and a propensity score (probability of
observation) depends on measured covariates. Then observed outcomes do not accurately
represent the entire population due to the covariate mismatch. Therefore, instead of simply
averaging the observed outcomes, one first constructs an outcome model by regressing the
outcomes on covariates related to the propensity score and averaging the fitted values over the
entire population. A doubly robust estimator incorporates an additional term to correct for the
first-order bias of the fitted outcomes. While two nuisance estimators – an outcome estimator
and a propensity score estimator – are employed, this approach enjoys a “double robustness”
property, which means that the statistic remains consistent as long as at least one of the
nuisance estimators is consistent (Robins and Rotnitzky, 1995). Several recent papers extend
this strategy to estimation problems beyond the mean outcome (Kennedy, 2023; Fisher and
Fisher, 2023; Díaz et al., 2018; Qiu and Messer, 2023). In particular, Kennedy (2023) uses
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each summand of the doubly robust estimator as a pseudo-outcome to measure a conditional
average treatment effect in a nonparametric regression setting.

Adopting this strategy to a linear regression setting, we utilize the summands of the afore-
mentioned doubly robust estimator as pseudo-outcomes and transfer its favorable properties
to regression coefficients. Moreover, the availability of high-dimensional proteomic data of-
fers us the opportunity to augment our estimator by using this additional information. We
show that the asymptotic variance of the estimated coefficients is further reduced by aug-
menting the imputation model. Our strategy is to use the entire proteomic data as an auxiliary
variable and use their intercorrelated structure for imputation. To illustrate the usefulness of
this approach, we provide a simple experiment. Assume that there exists an auxiliary vari-
able that is correlated with the outcome of interest. Then the outcome model with the aux-
iliary variable (Model UW) provides better statistical power compared to a model without
it (Model W) in a downstream task, and the gap increases as the auxiliary variable becomes
more informative for the outcome variable (Figure 1). Further details of implementation and
interpretation are provided in Section 2.2.
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Figure 1: Statistical power of rejecting β = 0 at different levels of correlation ρ ∈
{0.1,0.2, · · · ,1} between an outcome Yi and an auxilary variable Ui. Further implemen-
tation details are provided in Section 2.2.

In our framework, the propensity score is estimated through a conventional logit model to
enjoy a fast rate of parametric convergence, while the outcome model is estimated through a
flexible machine-learning method that can handle high-dimensional variables and their com-
plex relationships. Our framework not only calls for, but also deliberately invites powerful
modern methods because it includes a built-in mechanism to push the estimator towards
achieving

√
n-consistency, even when the employed imputation method fails to achieve a

sufficiently fast rate. In our simulations and data study, we use a variant of VAE models called
VAEIT (Du et al., 2022) to fit the outcomes; see Appendix B for more details. The VAEIT
model utilizes both low-dimensional covariates and high-dimensional proteomic data, and
offers enough flexibility to handle missing data as well as non-linear dependency.

Other related works. In high-dimensional nuisance parameter estimation, Jiang et al. (2022)
and Yadlowsky (2022) derived consistency results for estimated conditional treatment effect
with sparsity or distributional assumptions. Double machine learning, proposed by Cher-
nozhukov et al. (2018), provides a framework for building an efficient estimator of low-
dimensional parameters, with nuisance functions estimated using a high-dimensional black-
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box model. More papers based on semiparametric nuisance estimation are summarized in Da-
vidian (2022). Most of the aforementioned references use the same set of high-dimensional
variables for both nuisance functions. Other lines of investigation, including Berrevoets et al.
(2023), Zhao and Ding (2022), and Little et al. (2012), explore an estimator for average
treatment effect when some data are missing. They measure the effect size by adjusting the
covariate distributions of treatment and control groups separately and computing the outcome
difference.

The rest of our paper is organized as follows. In Section 2, we formally introduce the dou-
bly robust estimator, and our procedure for estimating a regression coefficient drawn from
doubly robust pseudo-outcomes. We then motivate the use of augmented imputation, define
the augmented doubly robust estimator, and establish its asymptotic properties. In Section 3,
we describe a multiple testing procedure as an example of downstream applications of the
proposed estimators and demonstrate their favorable finite sample performance compared
to benchmark methods. Next, we apply the proposed method to analyze a real proteomic
dataset. In Section 4, we analyze a single-cell peptide dataset with cell-specific covariates,
identifying peptides whose abundance is related to the cell size. In Section 5, we apply the
proposed method to a bulk-cell dataset annotated with a range of Alzheimer’s Disease symp-
toms. Section 6 summarizes the paper and discusses possible issues in the application of the
proposed method. The results presented in Section 4 and 5 can be reproduced using the code
provided at https://github.com/HaeunM/peptide-imputation-inference.

2. Method.

2.1. Background. Suppose n identically and independently distributed samples (W1, Y1),
. . . , (Wn, Yn) ∈Rq ×R are drawn from a linear model:

Yi =WT
i β+ ϵi,(1)

where β ∈ Rq is the coefficient vector and ϵi ∈ R is a zero-mean noise. We consider the
missing data problem when some of the outcomes Yi’s are not observable. Specifically, we
denote the observability of Yi by a binary random variable Ci ∈ {0,1}, such that one can only
observe (Wi,Ci,CiYi) for i= 1, . . . , n. Under the missing data setting, we are interested in
testing the hypothesis:

H0 : β = 0 versus H1 : β ̸= 0.

If every outcome is observable (Ci = 1 for all i ∈ {1, · · · , n}), the ordinary least square
regression (OLS) is arguably the most common method for estimating β:

(2) β̂OLS = arg minβ

n∑
i=1

(Yi −WT
i β)

2 =

(
n∑
i=1

WiW
T
i

)−1( n∑
i=1

WiYi

)
.

A test statistic can be obtained based on its asymptotic distribution
√
n(β̂OLS −β)

D−→N (0,E[WiW
T
i ]

−1E[ϵ2iWiW
T
i ]E[WiW

T
i ]

−1),

where the asymptotic covariance can be approximated by a plugin estimator(
1

n

n∑
i=1

WiW
T
i

)−1(
1

n

n∑
i=1

(Yi −Wiβ̂OLS)
2WiW

T
i

)(
1

n

n∑
i=1

WiW
T
i

)−1

.

This is one of the most well-known inference frameworks in statistics. When some outcomes
are not observed, the least squares estimate is not applicable.
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If the rate of missingness is only related to a measured covariate (Ci ⊥ Yi|Wi), a sim-
ple strategy of excluding missing samples provides valid inferential results (Little, 1992);
but it comes at the expense of a reduced sample size. Therefore, we consider the pseudo-
outcome approach, which can offer better statistical efficiency. In an ideal scenario, when
the conditional mean E[Yi |Wi] is available, replacing the outcome data with this value will
provide valid and efficient inference. This approach has been explored in causal inference
studies. While the typical average treatment effect estimates E[Yi], the conditional average
treatment effect seeks an individualized conditional outcome E[Yi |Wi], especially when Yi
is not observable for counterfactual cases. Several recent papers address this issue by utiliz-
ing pseudo-outcomes, which have the same conditional means as the original outcomes, and
fitting a regression against them as if they were observed data (Kennedy, 2023; Fisher and
Fisher, 2023; Semenova and Chernozhukov, 2021; Díaz et al., 2018). This approach allows
for achieving desirable properties such as robustness and efficiency through a selection of
appropriate pseudo-outcomes.

Inspired by these studies, we further extend the pseudo-outcome framework in linear re-
gression. We especially focus on the doubly robust estimator suggested by Scharfstein et al.
(1999), which is extensively used to estimate the mean outcome E[Yi]. This estimator is de-
fined upon the construction of two nuisance functions;

µ(w) = E[Yi |Wi =w](Outcome model)

δ(w) = P(Ci = 1 |Wi =w),(Propensity model)

and is formulated as 1
n

∑n
i=1 g(Yi,Ci; µ̂, δ̂), where

g(Yi,Ci;µ, δ) = µ(Wi) +
Ci

δ(Wi)
(Yi − µ(Wi)),

with estimated outcome/propensity model µ̂ and δ̂. Appealing properties of the estimator
arise from its second-order nuisance estimation error, that is,

(3) E[g(Yi,Ci; µ̂, δ̂)− g(Yi,Ci;µ, δ) | µ̂, δ̂] = (µ(Wi)− µ̂(Wi))

(
1− δ(Wi)

δ̂(Wi)

)
.

Then, under some weak assumptions on convergence rates of µ̂ and δ̂, the bias of the esti-
mator from the nuisance estimation error becomes negligible (Kennedy, 2023). Moreover,
consistency of the estimator is achieved if either µ or δ is consistently estimated, which is
referred to as the doubly robust property.

In the regression setting, pseudo-outcomes can be introduced as follows:

Ŷ W
i = µ̂i +

Ci

δ̂i
(Yi − µ̂i).

Here, and in the rest of this paper, we write µi = µ(Wi) and δi = δ(Wi) and similarly for
the estimated versions. Regressing (Ŷ W

1 , ..., Ŷ W
n ) on (W1, ...,Wn) yields a least squares

estimator given by:

β̂W =

(
n∑
i=1

WiW
T
i

)−1( n∑
i=1

WiŶ
W
i

)
.

As we will show in Section 2.2, the estimator β̂W also has the doubly robust property and
can lead to more efficient inference.
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2.2. An augmented doubly robust estimator β̂UW . In peptide abundance analysis, there
are often a large collection of peptides measured and analyzed together. For each peptide,
one can predict its value using not only the low-dimensional covariate W but also the other
peptides, which can be regarded as a high-dimensional covariate U. Our strategy is to recover
Y as accurately as possible through an augmented outcome model that incorporates both W
and U as predictors for the response Y . If the augmented outcome model will result in a
significant reduction in the variance of the regression residual Y −E[Y |W,U], then we may
expect to have a smaller asymptotic variance for the estimated regression coefficient using
the augmented pseudo-outcome.

Formally, our proposed estimator is defined as

β̂UW =

(
n∑
i=1

WiW
T
i

)−1 n∑
i=1

Wi

(
ν̂i +

Ci

δ̂i
(Yi − ν̂i)

)
(4)

for nuisance estimators ν̂(w,u) = Ê[Yi|Wi =w,Ui = u] and δ̂(w) = Ê[Ci = 1|Wi =w].
Before providing a rigorous analysis, we provide a simple example to illustrate the vari-

ance reduction effect of augmentation. Consider a linear regression model Yi = βWi+ ϵi for
β,Wi ∈R. An auxilary variable Ui ∈R is defined as Ui = βWi+ϵui , where Cor(ϵui , ϵi) = ρ.
Since Ui partly explains the residual term ϵi, the outcome νi = E[Yi | Wi,Ui] provides a
higher resolution estimate of Yi than µi = E[Yi | Wi]. We compare two pseudo-outcomes
Ŷ W
i = µ̂i +

Ci
δ̂i
(Yi − µ̂i) (Model W) and Ŷ UW

i = ν̂i +
Ci
δ̂i
(Yi − ν̂i) (Model UW) in their

downstream performance. Specifically, we perform a linear regression against each pseudo-
outcome on Wi and their statistical powers in rejecting β = 0 are compared. The outcome Yi
has random missingness with a known observation probability δi = 0.7, the true coefficient
is β = 0.2, and the sample size is n = 200. The results are averaged over 5000 repetitions.
The result shows that Model UW outperforms Model W, and it provides increasing power
as the auxiliary variable becomes more informative for the outcome (ρ→ 1, Fig. 1). In real
applications, it is less probable that a single protein exhibits such a substantial correlation
with an outcome. Instead, high-dimensional proteomic data may collectively contribute to
recovering the outcome.

Next, we derive asymptotic properties of the proposed estimator β̂UW rigorously. Here, we
prove that β̂UW possesses a doubly robust property (Theorem 2.2) and asymptotic normality
(Theorem 2.3), and its asymptotic variance is smaller than that of β̂W (Theorem 2.4).

Notation. We denote the L2 norm of a vector, or a random variable, or a function of a
random variable as ∥ · ∥2. For example, for a random vector W and its function ν = ν(W),
∥ν∥2 is defined as (

∫
∥ν(W)∥22dPW )1/2. L-infinity norm of a vector, or a random variable,

or a function of a random variable is denoted as ∥ · ∥∞. For matrices MA and MB , we write
as MA ≼MB if (MB −MA) is positive semidefinite.

ASSUMPTION 2.1. (a) Missing at random : Yi ⊥Ci | (Wi,Ui)
(b) The propensity score: δ(Wi) = P(Ci = 1 | Wi) = P(Ci = 1 | Wi,Ui) ∈ (0,1] is

bounded away from 0 by some constant with probability 1.
(c) Noise : E[ϵi |Wi] = 0, E[Yi − νi |Wi,Ui] = 0, ∥ϵi∥2 and ∥Yi − νi∥∞ are bounded.
(d) Covariate : ∥Wi∥∞ is bounded, E[WiW

T
i ] is a full-rank matrix.

The second equality of Assumption 2.1(b) requires conditional independence between C
and U given W. This is the key assumption that allows us to use an augmented outcome
model to improve efficiency.

Under the above assumptions and some additional mild assumptions on nuisance estima-
tions, the doubly robust property follows, as shown in the following theorem.
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THEOREM 2.2 (Double robustness). Assume Assumption 2.1 (a)-(d). If one of the nui-
sance parameters is consistent, i.e., ∥ δi

δ̂i
− 1∥2 = oP(1) or ∥ν̂i − νi∥2 = oP(1), then the esti-

mator β̂UW defined in (4) is consistent, i.e., β̂UW
P−→ β.

Theorem 2.2 guarantees the consistency of the proposed estimator. If further, the product
of the nuisance estimation errors is small, we can derive the asymptotic distribution of β̂.

THEOREM 2.3 (Asymptotic normality). Under the same conditions in Theorem 2.2, fur-
ther assume that ∥(1− δi/δ̂i)(ν̂i − νi)∥2 = oP(n

−1/2). Then the estimator β̂UW defined in
(4) is asymptotically normal:

√
n(β̂UW −β)

D−→N (0,ΣUW )

where ΣUW = E[WiW
T
i ]

−1E[(ϵ2i + ( 1
δi
− 1)(Yi − νi)

2)WiW
T
i ]E[WiW

T
i ]

−1. The asymp-
totic covariance ΣUW can be consistently estimated by a plug-in estimator
(5)

Σ̂UW =

(
1

n

n∑
i=1

WiW
T
i

)−1(
1

n

n∑
i=1

(Ŷ UW
i −Wiβ̂UW )2WiW

T
i

)(
1

n

n∑
i=1

WiW
T
i

)−1

The asymptotic variance ΣUW in Theorem 2.3 is identical to the variance obtained
with oracle nuisance functions. That is, when both nuisance estimates are consistent and
∥
(
1− δi

δ̂i

)
(ν̂i − νi)∥2 = oP(n

−1/2), the proposed estimator β̂UW is as efficient as the es-
timator derived using the true nuisance functions. In the Plugin method, the same property
would require ∥ν̂i − νi∥2 = oP(n

−1/2), which is even not achievable by typical parametric
estimators.

Theorem 2.4 asserts that the estimator β̂UW is asymptotically more efficient than β̂W .

THEOREM 2.4. Assume that conditions in Theorem 2.3 holds for µ̂ and µ in places of ν̂
and ν. Then,

√
n(β̂W −β)

D−→N (0,ΣW ) and ΣUW ≼ΣW .

REMARK 2.5. The results presented in this section assume that the nuisance functions ν̂
and δ̂ are estimated from samples independent of (Yi,Ci,Wi,Ui). This assumption is used
for the brevity of the presentation. There are two standard approaches to improve the sam-
ple efficiency loss due to data splitting. The first is cross-fitting (Chernozhukov et al., 2018;
Kennedy, 2023), which swaps the subsamples used for nuisance estimation and regression
inference, and combines the test statistics from different folds to obtain the final inference.
Alternatively, if the nuisance estimates belong to a Donsker class, then one can use em-
pirical process theory to establish the asymptotic normality without sample splitting (see
Lemma 19.24 of Van der Vaart, 2000, for example). Both approaches can be combined with
the method proposed in this paper in a straightforward manner. In our numerical experiments
and data analyses, we used the same data for nuisance estimation and post-imputation OLS
inference. The good performance of our method suggests that the nuisance estimates in these
settings are probably regular enough for the empirical process theory to work.

3. Multiple testing procedure for peptides. The p-values derived in Section 2, com-
bined with a multiple testing procedure, allow us to make discoveries of important peptides
associated with a covariate of interest. Section 3.1 provides a detailed algorithm, and Sec-
tion 3.2 investigate its performance compared to the benchmark methods. The same algo-
rithm is applied to real data studies in Sections 4 and 5.
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3.1. The input data and the algorithm. The observed abundance of p peptides from n
samples can be written as an n× p matrix C⊙Y ∈ Rn×p, where C ∈ {0,1}n×p indicates
the entry-wise missingness and Y ∈Rn×p is the full data matrix without missing. Here "⊙"
stands for the component-wise product. Only C and C⊙Y are available. Also observed is a
covariate data matrix W ∈ Rn×q . The inference task is to test the significance of regression
coefficients for the low dimensional covariates in W on each peptide. To this end, we will
obtain individual p-values for each peptide using the asymptotic results presented in the pre-
vious section, and then apply a multiple testing framework such as the Benjamini-Hochberg
procedure (Benjamini and Hochberg, 1995).

This procedure involves regressing each column of Y on both the low-dimensional co-
variate W and the other peptides as the high-dimensional auxiliary covariate U. The fitted
regression function is used as ν̂ in the imputation method described in Section 2. An addi-
tional challenge is that each column of Y has many missing entries, even when used as a
covariate in the regression problem. To address this issue, we use variational autoencoder,
a deep neural network tool that allows for flexible input and simultaneous estimation of the
multi-response regression. The algorithm used in our simulation and data examples is VAEIT
(Du et al., 2022, see Appendix B for details). The whole procedure is summarized in Algo-
rithm 1.

Algorithm 1 Multiple testing procedure for peptides

Require: Observed outcome C⊙Y ∈Rn×p; Observability C ∈Rn×p; Covariates W ∈Rn×q
Estimate ν̂ ∈Rn×p by running VAE on (C,C⊙Y,W).
for j = 1, · · · , p do

Rewrite Yi = (Yi,Ui) ∈R1 ×Rp−1 where Yi =Yij , Ui =Yi(−j) and Ci =Cij .

Estimate δ̂i by regressing C1, · · · ,Cn on W by logistic regression.
Compute pseudo-outcomes Ŷ UWi = Ci

δ̂i
Yi + (1− Ci

δ̂i
)ν̂ij .

Regress Ŷ UW1 , · · · Ŷ UWn on W1, · · · ,Wn and compute a p-value (Pj ) for the covariate of interest based
on asymptotic distribution given in Theorem 2.3.
end for
return P1, · · · , Pp
Transform P1, · · · , Pp to Benjamini-Hochberg’s q-values and select indices whose q-values are less than a
predefined cutoff.

3.2. Simulation study. We investigate the performance of our method compared to sev-
eral other methods on simulated data. Six methods are compared; Full, Complete, MICE,
DR_W, DR_UW (proposed), and Plugin, where they differ in the approach to obtain
P1, . . . , Pp in Algorithm 1. The Full method uses the practically unavailable data Y with-
out missingness. We perform a linear regression for each column of Y on low-dimensional
covariates W= (a,x), where a is the variable of interest and x represents any other covari-
ates. We then use a linear regression t-test to decide if the coefficient of a equals zero. The
Complete method works in the same way as the Full method, but uses only observed samples.
The MICE method uses a multiple imputation method to impute missing values and then per-
forms the test if the coefficient of a is equal to zero using a statistic proposed by Rubin (1987).
MICE is not computationally feasible when high-dimensional auxiliary variables are used for
imputation. For this reason, missing values are imputed on the basis of low-dimensional co-
variates only. The DR_W method is similar to Algorithm 1, but the columns of ν̂ are fitted
by a linear regression model only with low-dimensional covariates. The DR_UW method
follows Algorithm 1. The Plugin method regresses each column of the fitted outcomes ν̂ in
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Algorithm 1 on the low-dimensional variables and performs a linear regression t-test for the
coefficient of a. All five methods, except for the MICE method, require a choice of variance
estimator to perform the linear regression t-test. For the Full, Complete, and Plugin methods,
the usual OLS variance estimator is used. For the DR_W and DR_UW method, either the
usual OLS variance estimator (in Models 1 and 2 below) or the heteroskedastic-consistent
estimator (5) (in Models 3 and 4) is used. The six methods repeat the same procedure to
obtain the p-values for each column of the outcome matrix. Then we transform the p-values
into the Benjamini-Hochberg q-values and select the indices whose q-values are less than
α= 0.3 to identify the discoveries. For each of the six methods, the fraction of false discov-
eries over the number of total discoveries (FDR; False Discovery Rate) and the fraction of
true discoveries over the number of signal peptides (TPR; True Positive Rate) are reported.
An ideal method would control FDR within α, and have a TPR close to one. Two sample
sizes of n= 200,500 and a dimension p= 1000 are considered. The number of repetitions is
200.

The simulation data are generated as follows. For the jth peptide and the ith sample, the
outcome yji is formulated as

yji = βx,jxi + βa,jai + ϵji

for j ∈ {1, · · · , p} and i ∈ {1, · · · , n}. A case-control label ai is generated by selecting the
0.5n indices from {1, · · · , n} and setting ai = 1 for the cases. Otherwise, ai = 0 for controls.
To introduce differential abundance, we randomly select 0.1p peptides and inject positive
signals into the case data. We denote sj = 1 if j is selected and call it a signal peptide;
otherwise, sj = 0 and we call it a null peptide. A coefficient of interest βa,j is positive if
sj = 1, and zero otherwise.

Four scenarios are considered, including missing patterns, Gaussian and skewed distribu-
tions of abundance data, and various forms of the true regression model:

Model 1. Gaussian data without X (MCAR); yji = 0.3sjai + ϵji
Model 2. Gaussian data (MCAR); yji = xi + 0.3sjai + ϵji
Model 3. Gaussian data (MAR); yji = xi + 0.3sjai + ϵji
Model 4. Skewed data (MAR); yji = xi + 0.08sjai + ϵji

Correlation between peptides is simulated using a realistic covariance structure to model
the noise terms associated with each peptide; The covariance (Σ) was estimated from pep-
tides measured in brain tissue (MacDonald et al., 2017). For Models 1, 2 and 3, we simulate
n i.i.d. vectors (ϵ1i , . . . , ϵ

p
i ), i = 1, . . . , n, using a multivariate normal distribution with zero

mean and covariance Σ. For Model 4, we generate skewed noise as follows: simulate multi-
variate normal variables as before, for each peptide add a constant to ensure that all entries
are positive, apply a log transformation, and finally recenter each peptide at zero. Covari-
ates x1, · · · , xn ∈R are generated independently from a uniform distribution in (0,1). After
generating covariates and noise, each outcome yji is randomly masked with the probability
determined from the missingness model. In Models 1 and 2, each yji is missing completely at
random (MCAR) with equal probability: P(Cij = 0) = 0.3. In Models 3 and 4, yji is missing
at random (MAR): P(Cij = 0) = exi/{2(1 + exi)}.

Figure 2 summarizes the FDR and TPR of six methods applied to Model 3. As expected,
FDR is well controlled for the Full, Complete, MICE, DR_W, and DR_UW methods, whereas
the Plugin method inflates the FDR. This occurs because the differences between the case
and control data in signal peptides bleed into correlated null peptides during the imputation
procedure. When no signals are injected into any of the peptides or when the signal is carried
for sets of correlated peptides, the Plugin method is also well-controlled (results not shown).
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Figure 2: Performance of different methods on simulated data according to Model 3.

Naturally, the Full method demonstrates the highest TPR, representing the optimal perfor-
mance achievable in this setting without missing data. DR_UW shows the second-best TPR
and it becomes similar to the Full method when n=500. Complete, MICE, DR_W, and Plu-
gin attain smaller TPR, with MICE being the most conservative. For the Complete method,
this is expected because it excludes samples with missing data. MICE and DR_W perform
an imputation based on low-dimensional variables, which is less accurate, leading to greater
variance. Models 1,2 and 4 produce similar results (see Appendix C).

4. Single-cell protein abundance varies with cell size. We analyze a single-cell pro-
teomic dataset based on mass spectrometry (Leduc et al., 2022) with the primary interest of
detecting peptides whose abundance varies strongly with cell size. A peptide is a short chain
of amino acids that constitute proteins and is a useful unit for quantitative analysis. The im-
pact of cell size on cell physiology is of interest in two domains: large cell size may be a
cause rather than a consequence of cell senescence (Lanz et al., 2022; Jones et al., 2023);
and cell size is a determinant of stem cell fate (Lengefeld et al., 2021). The covariates for the
analysis of these data are cell type (melanoma or monocyte) and three continuous variables
(diameter, digestion, and elongation). These four variables form a low-dimensional covariate
W.

The proportion of observed cells differs significantly between the peptides, and for 85.6%
of the peptides, the observation rate is smaller than 0.5. When the observation rate is too low,
it is not reasonable to expect that any method will perform satisfactorily; therefore, we focus
on peptides with a missingness of no more than 50%. Because the threshold for the observa-
tion rate is controversial, for the main analysis, we provide a range of results with respect to
different thresholds (0.5, 0.6, 0.7, 0.9). For other parts of the analysis, including exploratory
data analysis and realistic simulation, we focus on a threshold of 0.7. After removing peptides
whose observation rates are less than 0.7, there are a total of 753 remaining peptides.

We first present exploratory data analysis to provide a rational basis for applying our
method. The distribution of cell-wise peptide abundance data for peptides with more than
70% of observed rates reveals a Gaussian-like distribution (Fig. 3 A); thus, these data are well
suited to our imputation model, which is a VAE model tailored to a Gaussian distribution; see
Appendix B for more details. The distribution of pairwise distances between cells before and
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after imputation shows a noticeable reduction in distances after imputation, indicating that
the overall variance of abundance data has decreased (Fig. 3B). Next, we check the assump-
tion of MAR by examining the relationship between the measured variables and the observed
cell-wise rate among the peptides (propensity score). The lack of a relationship between the
residuals of the estimated propensity score and the mean abundance in cells, after regressing
each of them into four covariates, shows that the observed relationship between the abun-
dance of the peptide and the propensity score is largely explained by the measured covariates
(Fig. 3C). However, the joint distribution of the cell-specific propensity score and each co-
variate, along with its marginal distribution, illustrates that each covariate is related to the
propensity score to some extent, supporting an analysis under the assumption of MAR (Fig.
3 D). Furthermore, a reasonable imputation model can be built upon the robust relationship
between peptides. Examining the quantile value of 0.9 of the absolute correlation coefficient
for each peptide with other peptides reveals a strong correlation pattern. These values gener-
ally fall between 0.1 and 0.5, providing a good foundation for a high-dimensional imputation
model (see Figure C4 in Appendix C for details).
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Figure 3: (A) Histogram of peptide abundance data (B) Distribution of pairwise distance
between cells before and after an imputation (C) Scatter plot between propensity residual
and Mean residual abundance (D) Scatterplot between Propensity score and other cell-level
covariates.

This section is organized as follows. First, we conduct realistic simulations to see how the
proposed method works on this dataset with some artificially generated ground truth. Next,
we present the results for the main analysis, where the primary focus of our analysis is to
identify peptides whose abundance varies with the diameter of the cell. For all settings, we
compare the proposed DR_UW method with the Complete, DR_W, and Plugin methods. The
Full method is not considered due to a lack of data.
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4.1. Realistic simulation. Before going into the main analysis, we check the performance
of the proposed method with some artificially generated ground truth incorporated into this
dataset and compare different methods in terms of TPR and FDR. Specifically, we artificially
generate the type variable (case control) while keeping all other variables unchanged. In Set-
ting 1, we randomly permute the measured type variable among the cells. In Setting 2, the
type variable is randomly generated from a Bernoulli distribution with a probability propor-
tional to the propensity score. Signal peptides are randomly selected for 10% of the total
considered peptides, and then a positive signal generated from a normal distribution with
mean 0.2 and variance 0.05 is added to the case cells in the signal peptides. After imputation,
we identify peptides with different cutoffs for the q-value, 0.01, 0.05, and 0.3.

The Complete, DR_W, and DR_UW methods detect a reasonable proportion of signal
peptides while maintaining control of FDR in both settings. For FDR=0.01 and 0.05, the
DR_UW method provides better TPR than the Complete and DR_W method. The Complete
method is better than the DR_W method in TPR, indicating that low-dimensional imputation
is too noisy for satisfactory results. For FDR=0.3, all three methods, Complete, DR_W, and
DR_UW, achieve near-perfect TPR. The Plugin method severely inflates FDR for all FDR
levels, and the TPR is lower than the other three methods. These results are summarized in
Figure C5 and C6 in Appendix C.

4.2. Main analysis. One objective of this analysis is to detect peptides whose abundance
varies strongly with cell size. We first filter the peptides by applying varying thresholds (0.5,
0.7, 0.9) to the observation rates of the peptides and focus on analyzing those peptides. A
larger proportion of peptides, whose observed rates are greater than 0.2, is used to feed the
imputation procedure. After imputation, peptides are selected based on linear regression mod-
els:

Peptide abundance ∼ Diameter+Type+Digest+Elongation

where we compute the p-values associated with the diameter variable. The p-values are trans-
formed into q-values using the BH procedure. Based on estimated coefficients and the cor-
responding q-values, the Complete, DR_W, and DR_UW methods exhibit roughly similar
distribution patterns; however, the Plugin method presents inflation of q-values compared to
the other three methods due to the signal bleeding effect (Fig. 4).

Peptide discoveries vary according to the different methods and the different threshold
settings. For the purpose of comparison, we derive a robustness metric under the assumption
that meaningful relationships between peptide abundance and cell diameter are strictly posi-
tive. It follows that the estimated beta coefficients tend to be positive for the signal peptides
and symmetrically distributed about zero for the null peptides. This assumption appears to
be valid as there is a notably distinct pattern of positive and negative signs of the beta values
(Figure 4). Several recent papers (Dai et al., 2023; Guo et al., 2023; Du et al., 2023) derive an
FDR metric from a statistic that possesses such an asymmetric structure of null and non-null
(signal) scenarios. Motivated by these, we calculate empirical FDR as the number of signifi-
cant peptides with β̂ < 0 divided by the number of significant peptides with β̂ > 0. We find
that this metric gives a reasonable interpretation throughout the various settings. An ideal
discovery result has a lower value of empirical FDR and a larger number of discoveries.

The performance of each method is evaluated in settings with different thresholds for ob-
servation rate and q-values (Table 1). We first fix the q-value cutoff at 0.05 and apply different
thresholds to the observation rates of peptides. For a threshold of 0.9, empirical FDR is well-
controlled for the Complete, DR_W and DR_UW methods, but the number of discoveries is
relatively small because many peptides are excluded from the analysis. The Plugin method
provides the largest discoveries, but its empirical FDR is inflated. When the threshold is low-
ered to 0.7, 0.6, and 0.5, the number of discoveries becomes larger, and empirical FDR tends
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Figure 4: Volcano plot of peptide discoveries by different methods in the single-cell pro-
teomics dataset analyzed in Section 4 when an observability threshold of 0.7 is applied. The
red line indicates the q-value cutoff of 0.05.

to increase. This is natural because if the peptides with a high rate of missingness are intro-
duced, the inference problem becomes more challenging. However, compared to the Plugin
method, the other three methods consistently give better control of the empirical FDR, the
proposed method DR_UW being the best. In addition, DR_UW provides a larger number of
discoveries. This is consistent with what we observed from the simulations. It controls the
FDR well while achieving greater TPR. The plugin method provides the largest number of
discoveries, but it generally inflates the empirical FDR. Similar results hold when we fix the
threshold to 0.7 and apply different q-value cutoffs.

Observability
threshold

q-value
cutoff

Empirical FDR Number of selected peptides

Com DR_W DR_UW Plugin Com DR_W DR_UW Plugin

0.9

0.05

0.05 0.05 0.04 0.10 40 44 51 86
0.7 0.20 0.22 0.13 0.26 111 106 149 303
0.6 0.31 0.33 0.25 0.40 133 128 186 419
0.5 0.41 0.45 0.35 0.55 158 152 218 535

0.7

0.01 0.20 0.25 0.15 0.20 46 44 73 225
0.05 0.20 0.22 0.13 0.26 111 106 149 303
0.1 0.20 0.22 0.19 0.28 148 144 189 334
0.3 0.27 0.31 0.29 0.33 267 258 304 390

TABLE 1
Empirical FDR and number of peptides selected with each method under different combinations of thresholds

applied to an observed rate of peptides and q-value cutoffs.
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To further verify the robustness of the result, we map the peptides discovered by DR_W,
DR_UW, and the Plugin method to the corresponding proteins, and check their overlaps with
the discoveries of the Complete method (a q-value cutoff 0.05) at the protein level. We as-
sess their contributions by only considering additional discoveries beyond those made by
the Complete method with a q-value cutoff of 0.01. A threshold 0.7 is applied to the obser-
vation rate of peptides. When applying a q-value of 0.01, the additional discoveries of the
DR_UW method are largely robust at the protein level; 90% of them overlap with those dis-
covered by the Complete method. As we increase the q-value cutoff to 0.05, 0.1, and 0.3,
the proportion of such overlaps tends to decrease, but the number of additional discoveries
is much larger. Across all q-value cutoffs, the DR_UW method consistently provides more
additional discoveries than the DR_W method, and has a slightly smaller proportion of over-
laps with the Complete method. This aligns with theory and simulation results in the sense
that both doubly robust methods exhibit reasonable control of the false discovery rate, while
DR_UW demonstrates better efficiency. The Plugin method discovers the largest number of
additional peptides, but as expected, its findings do not largely overlap with the discoveries
of the Complete method at the protein level. The detailed results are summarized in Table C1
in Appendix C

5. Peptide abundance in key proteins is associated with Alzheimer’s disease. Alz-
heimer’s disease (AD) is a prominent neurodegenerative disorder among older adults. Nu-
merous environmental and genetic factors are known to contribute to the disease, and related
biological pathways have yet to be fully discovered. In this section, we apply the proposed
method to identify important peptides associated with AD and related dementias. A bulk
peptide-level dataset offers an opportunity to illustrate these methods in an important scien-
tific setting (Merrihew et al., 2023). While samples in this dataset are annotated with a range
of disease severity, we group them into two types; cases (samples with autosomal domi-
nant/sporadic AD dementia) and controls (samples without dementia, with or without a high
AD histopathologic burden). Two other covariates, the brain region, and PMI, are also used
in our analysis.

In this analysis, we focus on peptides whose observed rates are between 0.5 and 1 in each
of the four brain regions. If the observed rate is 1, the Complete method and the DR methods
will provide the same selection result. The propensity scores for each sample are mostly
around 0.9, and we assume the MCAR missing pattern. Some of the samples have missing
covariates on PMI. After further removal of these samples, we have 488 peptides and 220
samples, including 139 cases and 81 controls. The abundance distributions of the peptides
vary significantly between the brain regions. Therefore, we apply the VAE model separately
to each brain region. Although VAE is usually applied to a dataset with a large sample size,
when data have a Gaussian-like distribution, as in peptides, VAE gives a robust imputation
outcome. The final selection of peptides is based on linear regression models:

Peptide abundance ∼ Type+Region+PMI

where we compute p-values associated with the type variable. BH procedure is then applied
to convert them into q-values. The final discoveries are determined by applying a cutoff
of 0.05 to them. Following this procedure, the Complete method selects 55, DR_W selects
50, DR_UW selects 58, and Plugin selects 79 peptides. The Complete, DR_W, and DR_UW
methods have a similar number of discoveries. Only peptides with low missingness rates were
recorded for these data, so it is reasonable that the number of discoveries for each method
does not vary too much. Plugin selects more peptides than the other methods.

Seven peptides are selected by the DR_UW method but not by the Complete method (Table
2). To determine whether these discoveries are meaningful, we examine the corresponding
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protein and gene annotations. Six have been linked to AD and related literature (reference
papers are listed in the final column of the table). Specifically, the genes PDE2A, NEUM,
MX1, and CGT have revealed a direct connection with AD in the corresponding reference
papers. The ANK2 gene is associated with autism and the reference paper links Drosophila
ANK2 (human ANK1) to the characteristics of AD. The protein sp|Q9H305|, associated with
the CDIP1 gene, plays a major role in controlling cell death, a feature of AD, and the gene is
highly expressed in the brain, which implies a possible connection to AD at some level. The
peptide CALD1 is only found to have an indirect connection to AD. It belongs to a group of
pathway genes that change with age and are reversed by Riluzole, which is related to synaptic
transmission and plasticity.

Peptide Protein Gene Reference

MPLYGLHLWLPK sp|P03905| NU4M Bhatia et al. (2022); Wesseling et al. (2017)

NLFTHLDDVSVLLQEIITEAR sp|O00408| PDE2A
Sheng et al. (2022); Shi et al. (2021);
Delhaye et al. (2024)

TTHRPHPAASPSLK sp|Q01484| ANK2 Kumari et al. (2022); Higham et al. (2019)
MQNDTAENETTEKEEK sp|Q05682| CALD1 Pereira et al. (2017)

LGVSFLVLPK sp|Q16880| CGT
Tang et al. (2023); Moll et al. (2020);
Ryckman et al. (2020)

NFEEFFNLHR sp|P20591| MX1
Prakash et al. (2024); Widjaya et al.
(2023); Ma et al. (2012)

DVTHTC[+57]PSC[+57]K sp|Q9H305| CDIP1 Dileep et al. (2023); Inukai et al. (2021)
TABLE 2

Peptides discovered by DR_UW and not by the Complete method. A q-value cutoff of 0.05 is used.

6. Discussion. In this paper, we present a statistical framework for analyzing proteomic
data with missing values. Our proposed estimator β̂UW is established in a doubly robust
framework and achieves reduced asymptotic variance leveraging correlations between differ-
ent peptides. Through simulations, we demonstrate that the proposed estimator offers highly
competitive statistical decisions in discovering signal peptides.

In particular, we show that the proposed method possesses improved properties compared
to other imputation-based methods, such as the Plugin method and the DR_W method. How-
ever, a final choice between imputation-based methods and the Complete method should
depend on the quality of imputation achievable. Simulations and real data considered in Sec-
tions 4 and 5 provide a rich foundation for high-quality imputation with the VAE model.
These data have Gaussian-like distributions, sufficient sample size, and robust correlation
structure between peptides. If these conditions are not sufficiently satisfied, even the DR_UW
method will not perform as well as the Complete method. For example, a simulation experi-
ment reveals that if the outcome model in Section 4 produces a completely noisy imputation,
then the doubly robust method will yield fewer discoveries compared to the complete method
(Figure C7). However, even in such cases, the estimate β̂UW obtained by the DR method is
similar to the estimate obtained by the Complete method (Figure C8). This follows because
the consistency of β̂UW is still guaranteed by the doubly robust property, provided the esti-
mated propensity score is consistent.

The value of the proposed method depends on the quality of the imputation procedure. Al-
though the approach is applicable regardless of the choice of imputation algorithm, we chose
a refined VAE procedure that uses masking to robustly handle missing values as an integrated
part of the procedure (Du et al., 2022). In the proteomic literature, one of the most commonly
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applied imputation procedures is a version of k-nearest neighbors (kNN). The standard kNN
procedure in use involves imputing the missing values based on the mean of the k closest pep-
tides (Harris et al., 2023). Close peptides are used instead of close samples because it is very
difficult to define close samples when there is excessive missingness. As a consequence, this
kNN approach does not utilize low-dimensional covariates Wi in imputation and is poten-
tially biased with fewer discoveries. An alternative approach is to adopt a two-step method:
initially, we impute missing values based on the closest peptides and then, once the missing
entries are filled, we impute the entire dataset based on the closest samples. When we apply
this two-step approach to the AD dataset in Section 5, DR_W selects 65, DR_UW selects
51, and the Plugin method selects 121. Although we cannot reach an exact conclusion, the
result of the VAE model in Section 5 is more aligned with theoretical expectations: DR_UW
method provides more discoveries than the DR_W method.
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APPENDIX A: PROOF

A.1. Proof of Theorem 2.2.

PROOF. By plugging in Ŷ UW
i = Ci

δ̂i
Yi +

(
1− Ci

δ̂i

)
ν̂i, we have

β̂−β =

(
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WiW
T
i

)−1

(
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By assumption, 1
n

∑n
i=1WiW

T
i is nonsingular with probability approaching one, so its

inverse exists. Let D = 1
n

∑n
i=1WiW

T
i − E[WWT ] which is oP(1) by the law of large

number. Then,

(
1

n

n∑
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WiW
T
i )

−1 = (E[WWT ] +D)−1

= E[WWT ]−1(I +E[WWT ]−1D)−1
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For the third step of Equation 7, we used (M1 +M2)
−1 =M−1
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−1

proved in Henderson and Searle (1981). Therefore
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where we used E(ϵi|Wi,Ui), E(Yi − νi|Wi,Ui) = 0 and E(1− Ci
δi
|Wi,Ui) in a last step.

Then, by a weak law of large number, we have
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P−→ E(Wi(ϵi + (1− Ci

δ̂i
)(Yi − νi) + (1− Ci

δi
)(ν̂i − νi)))

= 0(9)

Also, for each Wij which denotes jth entry of a vector Wi, below inequality is obtained by
using a Cauchy-Schwarz inequality
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Plugging in Equation 8, 9 and 10 to Equation 6, we have a desired result.

A.2. Proof of Theorem 2.3.

PROOF. Part 1: limiting distribution of β
By plugging in the formula for β̂, we have
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As proved in Equation 8, we have
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which leads to the equation below
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Let Wij denote a jth component of a vector Wi. Then,

1√
n

n∑
i=1

Wij(
Ci

δ̂i
− 1)(Yi − ν̂i) =

1√
n

n∑
i=1

Wij(
Ci

δ̂i
− Ci

δi
)(νi − ν̂i)

(14)

+
1√
n

n∑
i=1

Wij(
Ci
δi

− 1)(νi − ν̂i) +
1√
n

n∑
i=1

WijCi(
1

δ̂i
− 1

δi
)(Yi − νi)

+
1√
n

n∑
i=1

Wij(
Ci
δi

− 1)(Yi − νi)

The limit properties of each component in equation (14) are as follows.
For a first term, by Assumption 2.1 and a Cauchy-Schwarz inequality, we have

1√
n

n∑
i=1

Wij(
Ci

δ̂i
− Ci

δi
)(νi − ν̂i) =

1√
n

n∑
i=1

Wij
Ci
δi
(
δi

δ̂i
− 1)(νi − ν̂i)

≤ 1√
n

√√√√ n∑
i=1

W 2
ij

√√√√ n∑
i=1

C2
i

δ2i
(
δi

δ̂i
− 1)2(νi − ν̂i)2

=

√√√√ 1

n

n∑
i=1

W 2
ij

√√√√n · 1
n

n∑
i=1

C2
i

δ2i
(
1

δ̂i
− 1

δ
)2(νi − ν̂i)2

≤

√√√√ 1

n

n∑
i=1

W 2
ij

√
n · ∥Ci

δi
∥2∞ · ∥( 1

δ̂i
− 1

δ
)(νi − ν̂i)∥22

= oP(1)(15)

for j = 1, . . . , q. We used E[∥Wi∥22] = oP(1), ∥Ciδi ∥∞ = oP(1), and ∥( 1
δ̂i
− 1

δ )(νi − ν̂i)∥2 =
oP(n

−1/2)
For a second term of Equation 14, since Wij(

Ci
δi

− 1)(νi − ν̂i) are i.i.d, we use CLT.

E[Wij(
Ci
δi

− 1)(νi − ν̂i)] = E[Wij(νi − ν̂i)E[
Ci
δi

− 1 |Wi,Ui]]

= 0
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Therefore, we have

1√
n

n∑
i=1

Wij(
Ci
δi

− 1)(νi − ν̂i) = oP(∥Wij(
Ci
δi

− 1)(νi − ν̂i)∥2)

≤ oP(∥Wij∥∞∥Ci
δi

− 1∥∞∥νi − ν̂i∥2)

= oP(1)(16)

Lastly, for the third term of the Equation 14,

E[WijCi(
1

δ̂i
− 1

δi
)(Yi − νi)] = E[Wij(

1

δ̂i
− 1

δi
)E[Yi − νi |Wi,Ui]E[Ci |Wi,Ui]]

= 0

by Assumption 2.1 (a). Therefore,

1√
n

n∑
i=1

WijCi(
1

δ̂i
− 1

δi
)(Yi − νi) = oP(∥Wij

Ci
δi
(
δi

δ̂i
− 1)(Yi − νi)∥2)

≤ oP(∥Wij∥∞∥δi
δ̂i

− 1∥2∥Yi − νi∥∞) = oP(1).(17)

Putting Eqations 15, 16, 17 together, we have

1√
n

n∑
i=1

Wij(ϵi + (
Ci

δ̂i
− 1)(Yi − ν̂i)) =

1√
n

n∑
i=1

(Wij(ϵi + (
Ci
δi

− 1)(Yi − νi)) + oP(1).

which naturally leads to

1√
n

n∑
i=1

Wi(ϵi + (
Ci

δ̂i
− 1)(Yi − ν̂i)) =

1√
n

n∑
i=1

(Wi(ϵi + (
Ci
δi

− 1)(Yi − νi)) + oP(1).

(18)

The remaining task is to get a limiting distribution of Equation 18. Since Wi(ϵi + (Ciδi −
1)(Yi − νi)) are i.i.d variable with mean zero, its variance is

E[(ϵ2i + (
Ci
δi

− 1)2(Yi − νi)
2 + 2ϵi(

Ci
δi

− 1)(Yi − νi))W
T
i Wi]

=E[ϵ2iWT
i Wi] +E[E[(

Ci
δi

− 1)2(Yi − νi)
2 + 2ϵi(

Ci
δi

− 1)(Yi − νi)) |Wi,Ui]W
T
i Wi]

=E[ϵ2iWT
i Wi] +E[E[(

Ci
δi

− 1)2 |Wi,Ui]E[(Yi − νi)
2 |Wi,Ui]W

T
i Wi]

+ 2E[E[ϵi(Yi − νi) |Wi,Ui]E[
Ci
δi

− 1 |Wi,Ui]W
T
i Wi]

=E[ϵ2iWT
i Wi] +E[(

1

δi
− 1)(Yi − νi)

2WT
i Wi]

(19)

Therefore, by CLT,

(20)
1√
n

n∑
i=1

Wi

(
ϵi + (

Ci
δi

− 1)(Yi − ν̂i)

)
D−→N (0,E[(ϵ2i +(

1

δ
− 1)(Yi− νi)

2)WT
i Wi])
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holds. Then we plug in the result of Equation 12,20 to Equation 11 and apply Slutsky Theo-
rem to get the desired result.

Part 2: Variance consistency
Let us denote ϵ∗i = ϵi + (Ciδi − 1)(Yi − vi) and ϵ̂∗i = Ŷ UW

i −WT
i β̂. We claim that ∥Σ−

Σ̂∥2 = oP(1), where

Σ̂ = (
1

n

n∑
i=1

WiW
T
i )

−1 1

n

n∑
i=1

(ϵ̂∗2i WiW
T
i )(

1

n

n∑
i=1

WiW
T
i )

−1

Σ= E[WiW
T
i ]

−1E[ϵ∗2i WiW
T
i ]E[WiWi]

−1

Note that the above expression for Σ use the fact that E[ϵ∗2i WiW
T
i ] = E[(ϵ2i +(1− 1

δi
)(Yi−

vi)
2)WiW

T
i ] whose derivation is in Equation 19.

Then,

Σ̂UW −ΣUW = (
1

n

n∑
i=1

WiW
T
i )

−1{ 1
n

n∑
i=1

(ϵ̂∗2i WiW
T
i )−E[ϵ∗2i WiW

T
i ]}(

1

n

n∑
i=1

WiW
T
i )

−1

− {E[WiW
T
i ]

−1 − (
1

n

n∑
i=1

WiW
T
i )

−1}E[ϵ∗2i WiW
T
i ]{E[WiW

T
i ]

−1 − (
1

n

n∑
i=1

WiW
T
i )

−1}

(21)

First we show that E[ϵ∗2i WijWik] is bounded for j, k ∈ {1, ..., q};

E[ϵ∗2i WijWik] = E[(ϵi + (
Ci
δi

− 1)(Yi − vi))
2WijWik]

= E
[
(ϵ2i + (

Ci
δi

− 1)2(Yi − vi)
2 + 2ϵi(

Ci
δi

− 1)(Yi − vi)WijWik

]
= E[ϵ2iWijWik] +E[(

1

δi
− 1)E[(Yi − vi)

2 |Wi,Ui]WijWik](22)

Each term in expectation is bounded by Assumption 2.1. Combining this to the fact that
E[WiW

T
i ]

−1−( 1n
∑n

i=1WiW
T
i )

−1 = oP(1), second term of the Equation 21 is oP(1). Also,
( 1n
∑n

i=1WiW
T
i )

−1 is bounded by a full-rank assumption of E[WiW
T
i ]. Therefore, it is

suffice to show that 1
n

∑n
i=1((ϵ̂

∗2
i WiW

T
i )−E[ϵ∗2i WiW

T
i ]) = oP(1).

To this end, we show that every component of them are oP(1). That is, for j, k = 1, .., q,
we claim that ∣∣∣∣∣ 1n

n∑
i=1

(ϵ̂∗2i WijWik)−E[ϵ∗2i WijWik]

∣∣∣∣∣= oP(1).(23)

A left-hand side of Equation 23 can be bounded by

| 1
n

n∑
i=1

(ϵ̂∗2i WijWik)−E[ϵ∗2i WijWik]|

≤ | 1
n

n∑
i=1

(ϵ̂∗2i WijWik − ϵ∗2i WijWik)|+ | 1
n

n∑
i=1

(ϵ∗2i WijWik)−E[ϵ∗2i WijWik]|(24)

Second term of Equation 24 is oP(1) by a law of large number. Therefore, it is suffice to
show that the first term is oP(1).
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The first term can be bounded by

| 1
n

n∑
i=1

(ϵ̂∗2i WijWik − ϵ∗2i WijWik)|

= | 1
n

n∑
i=1

(ϵ̂∗i − ϵ∗i )(ϵ̂
∗
i + ϵ∗i )WijWik)|

= | 1
n

n∑
i=1

{(ϵ̂∗i − ϵ∗i )Wij}{(ϵ̂∗i − ϵ∗i + 2ϵ∗i )Wik}|

≤

√√√√ 1

n

n∑
i=1

{(ϵ̂∗i − ϵ∗i )Wij}2

√√√√ 1

n

n∑
i=1

{(ϵ̂∗i − ϵ∗i + 2ϵ∗i )Wik}2(25)

where the last step uses a Cauchy-Shwarz inequality.
Using a decomposition

ϵ̂∗i − ϵ∗i = Ŷ UW
i −WT

i β̂− ϵ∗i

= Yi + (
Ci

δ̂i
− 1)(Yi − ν̂i)−WT

i β̂− ϵi − (
Ci
δi

− 1)(Yi − vi)

=WT
i (β− β̂) + (

Ci

δ̂i
− 1)(Yi − ν̂i)− (

Ci
δi

− 1)(Yi − vi)

=WT
i (β− β̂) +

(
1− δi

δ̂i

)
(ν̂i − νi),

and a Cauchy-Shwarz inequality, we have

1

n

n∑
i=1

(ϵ̂∗i − ϵ∗i )
2 ≤ 1

n

n∑
i=1

(WT
i (β− β̂) +

(
1− δi

δ̂i

)
(ν̂i − νi))

2

≤ ∥β− β̂∥22
1

n

n∑
i=1

∥WT
i ∥22 +

1

n

n∑
i=1

(
1− δi

δ̂i

)2

(ν̂i − νi)
2

+ 2∥β− β̂∥2
1

n

n∑
i=1

∥WT
i ∥2

(
1− δi

δ̂i

)
(ν̂i − νi)

= oP(1) ,(26)

where the last step uses the fact that ∥β − β̂∥2 = oP(1), 1
n

∑n
i=1 ∥Wi∥22 ≤ p∥Wi∥2∞, which

is bounded by a constant, and that (1− δi/δ̂i)
2(ν̂i − νi)

2 has vanishing L1 norm for each i
according to Assumption 2.1(e).

Then, since ∥Wi∥∞ bounded,

(27)

√√√√ 1

n

n∑
i=1

{(ϵ̂∗i − ϵ∗i )Wij}2 = oP(1).

Also, applying (ϵ̂∗i − ϵ∗i )
2 = oP(1), we have√√√√ 1

n

n∑
i=1

{(ϵ̂∗i + ϵ∗i )Wik}2 ≤

√√√√ 1

n

n∑
i=1

{2(ϵ̂∗i − ϵ∗i )
2W 2

ik + 2(ϵ∗i )
2W 2

ik}
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=OP(1)(28)

because 1
n

∑n
i=1(ϵ̂

∗
i − ϵ∗i )

2W 2
ik = oP(1) as Equation 27 and 1

n

∑n
i=1(ϵ

∗
i )

2W 2
ik = OP(1) by

Assumption 2.1(d). Plugging in the Equation 27, 28 to Equation 25 completes the proof.

A.3. Proof of Theorem 2.4 .

PROOF.

ΣU −ΣUW = E[WiW
T
i ]

−1E[(ϵ2i + (
1

δi
− 1)(Yi − µi)

2)WiW
T
i ]E[WiW

T
i ]

−1

−E[WiW
T
i ]

−1E[(ϵ2i + (
1

δi
− 1)(Yi − νi)

2)WiW
T
i ]E[WiW

T
i ]

−1

= E[WiW
T
i ]

−1E[(
1

δi
− 1)((Yi − µi)

2 − (Yi − νi)
2)WiW

T
i ]E[WiW

T
i ]

−1

Since

E[(Yi − νi)(νi − µi)|Wi] = EUi
[E[(Yi − νi)(νi − µi)|Wi,Ui]]

= EUi
[(νi − µi)E[(Yi − νi)|Wi,Ui]]

= 0,

by Assumption 2.1(c), we have

E[(Yi − µi)
2 − (Yi − νi)

2|Wi] = E[{(Yi − νi) + (νi − µi)}2 − (Yi − νi)
2|Wi]

= E[(νi − µi)
2|Wi]

Combining with E[WiW
T
i ]≽ 0 and ( 1

δi
− 1)(νi − µi)

2 ≥ 0, we have

ΣU −ΣUW = E[WiW
T
i ]

−1E[(
1

δi
− 1)(νi − µi)

2WiW
T
i ]E[WiW

T
i ]

−1

≽ 0
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APPENDIX B: IMPUTATION METHODS

B.1. Probabilistic modeling of peptide datasets. The semiparametric inference results
established in the main paper allow us to use more flexible non-parametric machine learning
and deep learning models to estimate the mean regression nuisance function and improve
the imputation quality. Inspired by recent advancements in conditional variational inference
(Kingma and Welling, 2014; Sohn et al., 2015; Ivanov et al., 2018) in the machine learning
community, Du et al. (2022) propose a variational autoencoder (VAE) model for imputation
of single-cell multi-omics data by utilizing a masking procedure to inform the missing pat-
terns and help the model to learn conditional distributions among features, which we refer to
VAEIT in the current section.

Specifically, VAEIT models the missing features as a conditional probability estimation
problem. For each individual, we denote its measurements of p peptides by a random vec-
tor Y = (Y1, . . . , Yp) ∈ Rp. We introduce a binary mask M ∈ {0,1}p for Y and its bitwise
complement Mc, such that the jth entry of the observed sample YMc is Yj if Mj = 1 and
0 otherwise. We use an authentic missing pattern Ma = 1p −C to represent which compo-
nents of Y are actually missing, while the distribution of M can be arbitrary during training.
For example, if we want to model missing completely at random, the entries of M could
be independent Bernoulli random variables. Furthermore, we can incorporate extra structural
information to model the situation of missing modality. To model the conditional distribu-
tion of the missing peptides given the observed values, we consider the following maximum
likelihood problem:

max
θ

EY,M log pθ(YM |YMc ,M,W).

In other words, we aim to determine the conditional distribution of YM given YMc , M and
the low-dimensional covariate W ∈Rq . We utilize the flexibility of neural networks to jointly
model all conditional distributions at once.

Because the above condition density itself is hard to formulate and optimize, we follow
the variational Bayesian approach (Blei et al., 2017) to maximize the negative evidence lower
bound (ELBO):

log pθ(YM |YMc ,M,W)≥ Eqψ(Z|Y,M,W) log pθ2(YM |Z,YMc ,M,W)︸ ︷︷ ︸
Limpute

− βkl ·KL(qψ(Z |Y,M,W)∥pθ1(Z |YMc ,M,W)) =: LM ,(29)

where Z ∈ Rm is a latent variable with approximate posterior distribution qψ , βkl = 1 is
the regularization strength, KL denotes the Kullback–Leibler divergence, and θ = (θ1, θ2).
Increasing the regularization strength βkl usually improves the representation learning, which
gives rise to the so-called β-VAE. We specify the distributions for data as follows.

Under the target distribution pθ1 , we assume that the latent variables are normally dis-
tributed:

Z |YMc ,M,W∼N (µθ1 ,diag(σ
2
θ1,1, . . . , σ

2
θ1,m)).(30)

Ideally, we want Z generated from pθ1 to be as close as possible to the one generated from
the proposal distribution qψ when Y is fully observed except for its authentic missing entries
Ma = 1p −C:

Z |YMc
a
,Ma,W∼N (µψ,diag(σ

2
ψ,1, . . . , σ

2
ψ,m)).(31)

This formulation also allows us to compute the KL divergence analytically in the ELBO
(29), while it is possible to extend to normal mixtures to model more complex latent struc-
tures (Du et al., 2020). In our implementation, we simply set qψ(Z |YMc

a
,Ma,W) = pθ1(Z |
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YMc ,M,W) to reduce computational complexity. Finally, qψ and pθ2 are modeled as two
fully-factorized Gaussian distributions, whose mean and variance are estimated by two neural
networks, respectively. The generative distribution pθ1 are also assumed to be fully-factorized
for YM given Z,YMc , M and W. We use normal distributions to model the peptide abun-
dances. We assume that the intensities are generated based on Z as follows

Yj |Z,M,W∼N (λj , θj),(32)

which are independent of M given Z. Here the parameters λj and θj are the expected inten-
sity and the variance of the normal distribution. The posterior expectations λj’s are outputted
by the decoder and sample-specific, while the dispersion parameters θj’s are treated as train-
able variables. These parameters are learned from the data.

The aforementioned probabilistic modeling (29) emphasizes missing features imputation.
On the other hand, we not only want to impute the unobserved quantities but also denoise the
observed quantities. Therefore, we also attempt to maximize the reconstruction likelihood

Lrec := Epθ2 (Z|YMc ,M) log pθ1(YMc |Z,M,W).(33)

B.2. Network architecture. VAEIT is implemented using the Tensorflow (version
2.4.1) Python library (Abadi et al., 2015). VAEIT consists of three main branches, the mask
encoder, the main encoder, and the main decoder. For each sample, a missing mask M is
embedded as E to a dense vector of dimension 128 through the mask encoder, which greatly
reduces the input dimension to the main encoder and decoder. Then, the encoder takes data Y
(log-normalized peptide abundance), a mask embedding vector E, and (optional) covariates
W as input, and outputs the estimated posterior mean and variance of the distribution of the
latent variable Z. Next, a realization is drawn from this posterior distribution and fed to the
decoder along with the mask embedding vector E and the low-dimensional covariates W.
The decoder finally outputs the posterior mean of Y.

The encoder has two hidden layers of 64 and 16 units, and the decoder has two hidden
layers of 16 and 64 units. The activation functions are set to LeakyReLU with parameter 0.2.
The latent dimension is set to be 4.

B.3. Model training. VAEIT is trained in an end-to-end manner. The objective function
is a convex combination of the ELBO (29) and the reconstruction likelihood (33):

L := βunobsLM + (1− βunobs)Lrecon,

where βunobs ∈ [0,1] is a hyperparameter set to be 0.9 for all experiments. We set the KL
regularization parameter as βkl = 10. The parameters are optimized by Monte Carlo sam-
pling to maximize the weighted average of the reconstruction likelihood and the imputation
likelihood while minimizing the KL divergence between masked posterior latent variable
Z |YMc ,M,W and the authentic posterior latent variable Z |YMc

a
,Ma,W. During train-

ing, with equal probability, we observe the original data and the masked data. The mask is
repeatedly randomly generated for each sample at the beginning of every gradient update
step in each epoch during the optimization process, such that each modality is observed with
equal probability, and each entry is further randomly masked out with probability 0.5. The
default variable initializer in Tensorflow is used, sampling the weight matrix from a uniform
distribution and setting bias vectors to be zero. We trained our model for 300 epochs using
the AdamW optimizer (Loshchilov and Hutter, 2017) with full batches and a learning rate of
1e-3 and a weight decay of 1e-4. We also use batch normalization to aid in training stability.
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APPENDIX C: SUPPLEMENTARY FIGURES/TABLES

Supplementary figures for Section 3.2
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Figure C1: Simulation result of Model 1.
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Figure C2: Simulation result of Model 2.
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Figure C3: Simulation result of Model 4.
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Supplementary figures and tables for Section 4
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Figure C4: Histogram of correlation coefficient between peptides (left) and a 90% quantile
absolute value of correlation coefficients computed for each peptide (right)
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Figure C5: A result of realistic simulation with a single-cell dataset (Setting 1); FDR and
TPR are summarized under different q-value cutoffs (0.01, 0.05 and 0.3)
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Figure C6: A result of realistic simulation with a single-cell dataset (Setting 2); FDR and
TPR are summarized under different q-value cutoffs (0.01, 0.05 and 0.3)

q-value cutoff
% Protein overlaps Number of additional peptides

DR_W DR_UW Plugin DR_W DR_UW Plugin
0.01 1 0.90 0.51 6 31 179
0.05 0.90 0.71 0.44 62 104 257
0.1 0.74 0.62 0.41 100 143 288
0.3 0.51 0.47 0.38 214 258 344

TABLE C1
The proportions of peptides, whose corresponding proteins are included in protein lists corresponding to the

peptides selected by the Complete method with a q-value cutoff of 0.05. Only the peptides additionally selected
by each method compared to the Complete method (with a q-value cutoff of 0.01) are considered. A threshold

0.7 is applied to the observation rate of peptides.
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Supplementary figures for Section 6
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Figure C7: Volcano plot with a completely noisy imputation (a q-value cutoff=0.05)
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Figure C8: Distribution of estimated coefficient β̂ for the diameter variable under a com-
pletely noisy imputation
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